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Abstract—Efficient delivery of multimedia contents over wire-
less network is essential for future communication network.
However, content distribution and network engineering aretra-
ditionally studied separately, which leads to suboptimal etwork
performance. In this paper, we consider the problem of scheal-
ing and resource allocation for multi-user video streamingover
downlink OFDM channels. The video streams are precoded with
the SVC coding scheme, which offers both quality and tempoia
scalabilities. The OFDM technology provides the maximum
flexibility of resource allocation in terms of time, frequency, and
power. We propose a gradient-based scheduling and resouredio-
cation algorithm, which explicitly takes account of video ontents,
deadline requirements, and the previous transmission redts
when calculating users’ priority weights. Simulation resuts show
that our proposed algorithm always outperforms the content
blind and deadline-blind algorithms, with a performance gan as

much as 6 dB in terms of average user PSNR improvement in a

congested network.

I. INTRODUCTION

previously proposed solutions are not suitable for suppeprt
delay-constrained real-time video streaming application

In this paper, we will focus on the problem of video
streaming over OFDM downlink channels. In particular, we
will consider the case where video sources are pre-coded in
SVC coding scheme [5]. Among various efficient coding com-
pression and encoding schemes (e.g., [3]-[5]), SVC emerges
as one of the most promising technologies to provide flexible
solutions for transmission over heterogeneous networkls an
adaptation for various storage devices and terminals.

For multi-user video streaming over wireless networks, it
has been shown that the system performance can be signif-
icantly improved by taking the video contents into explicit
consideration (e.g., [6], [11], [12]). Reference [6] foess
on maximizing the number of admitted users by giving
different priorities to different video subflows according
their importance. Power constraints and channel variataoa

The demand of video transmission over wireless networket considered in [6]. In [11], video distortion is minimie
exhibits an ever growing trend. However, content distidout by considering power and sub-carrier constraints in OFDM
and network engineering are typically studied and optichizesystems, without explicitly enforcing the delay consttain
separately, which leads to suboptimal network performang#2], a distortion-based gradient scheduling algorithmswa
This problem becomes more prominent in wireless networksoposed without considering the influence of video latency
where the available network resource is highly dynamic amh resource allocation. In our work, we explicitly design a

typically quite limited, which makes it challenging to supp

“delay function” to tackle the deadline approaching efféittis

multiple high quality video streaming sessions. To overeongreatly reduce the chances of deadline violation. Moreover
the challenges, we need to jointly design the video codimj awe consider a richer wireless model that captures channel

content adaption together with efficient resource all@catd

variations, frequency diversity, and other practical eyst

achieve the best video quality measured in terms of PSN&ynstraints.

delay guarantees, etc.

The main contribution of this paper is to provide a frame-

Among various wireless technologies, Orthogonal Frevork for efficient multi-user SVC video streaming over OFDM
guency Division Multiplexing (OFDM) has been regarded asireless channels, with an objective of maximizing the ager
a promising option for future broadband wireless networl8SNR of all video users under a total downlink transmis-
due to many of its advantages such as robustness agasi@h power constraint. Here we fully utilize the temporal
intersymbol interference and multipath fading, and no rfeed and quality scalabilities of the video coding and the time,
complex equalizations. It is the core technology for a numbf&equency and multi-user diversities of the wireless syste
of wireless data systems, such as IEEE 802.16 (WiMAXith explicit consideration of the stringent delay consttraf
IEEE 802.11a/g (Wireless LANS), and IEEE 802.20 (Mobileach video frame. The core of the proposed algorithm is to
Broadband Wireless Access) [1]. In particular, OFDM prodynamically adjust users’ priority weights based on the-enir

vides the network designer great flexibility in allocatingev

video contents, deadline requirements, as well as theqursvi

less resources in time, frequency, and power. However, mastinsmission results, and allocate resource accordinaggd

of the previous work on OFDM has been focusing on datm a gradient-based scheduling framework. Simulationystud
communications (e.g., [13]-[18]), where the main objextivshows that the advantage of the proposed algorithm becomes
is to maximize the total system throughput or minimize thgignificant (PSNR improvement of as high as 6 dB compared
total transmission power. Due to the unique delay sensitivgth the content and delay blind approaches) when the n&twor

but error-tolerant features of the real-time video traffloe

is congested with many video streaming users.



Two GOPs of 4 frames

The rest of the paper is organized as follows. Section
Il introduces the multi-user OFDM video streaming syste :
including specifications of SVC codings schemes and the— i
OFDM wireless network model. Section Ill describes the
problem formulation and the family of proposed algorithm
In Section IV, we examine the performance of our proposed
algorithms through simulations. Concluding remarks averi
in Section V.
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II. SYSTEM DESCRIPTION
A. Scalable Video Coding (SVC) Fig. 1. GOP structure of SVC.

SVC is an extension of the H.264/MPEG4-AVC video
coding standard [4] and provides three different scalisli | < 1 < ¢ 1 <t < log,g, and0 < ¢ < Q (Q < 3 [5)).

spatial, temporal, and quality. An overview of the featldgdl e group the packets with the same deadline assoibdow
applications of SVC can be found in [5]. In this work, wepjtferent from the subflow concept in [6], here packets from
focus on how to exploit the temporal and ql_JaIity salabitieyifferent quality layers will be grouped into different kg of
by adaptive scheduling and resource aII_ocaflon. one subflow since they have different priorities. This afow
In SVC, the video frames are divided into groups, or callegs to accurately capture the rate requirements of different
groups of pictures (GOPs). Typical SVC GOP structure [sackets within one GOP. For example, in Fig. 1, suppose all
shown in Fig. 1. The video frames are encoded into differegye packets necessary for decoding fralneare grouped into
temporal and quality layers. In Fig. 1, the video data bellogg gne subflow. This subflow consists of packéts), Lii, Lio
to a specific temporal layer and a specific quality layer of @nd all the packets of former key pictures they depend on,
video frame is represented by a box. For the sake of the vidgg® Lo, Ly, Lyo; LYy, LYy, LY .. etc. ), Lao, Lo1, Laa, Lo,
distortion calculation, we regard these boxes as the sahallgll’ L1>. Among them L, (and the corresponding dependent
data unit and name them pscketshereafter. packets from former GOPs),.9, L1o form the base layer of

The quality scalabilityrefers to the fact that the receiverihis subflow. Other packets belong to the enhancement layers
can reconstruct video sequences without receiving allityual] and2, respectively.

layers. In Fig. 1, the dashed arrows depict the order of the
enhancement layers for each video frame. B. Wireless OFDM Network Model

_The temporal scalabilityis based on a temporal decompo- \ye onsider the downlink of a single cell OFDM system
smo_n using hle_rarch|ca_l B pictures. In Fig. 1, the s_olmbavs similar as the one in [7]. Time is divided into TDM time-
depict the motion predictions for each frame. Notice that trgots, with each slot containing an integer number of OFDM

temporal and quality salabilities are not totally indepemic symbols. The whole bandwidth is divided into a set\6f=

For example, packet; can only be decoded if the packetﬁl’ ..., N} tones (frequency bands). During time slotthe
from its lower level quality layer (i.e.Lsg) and previous

o , normalized channel gain (i.e., received signal-to-nosor
temporal layer (i.e.L); and L4;) are all received.

) . (SNR) per unit transmission power) of usemon tonen is
In general, the quality and temporal scalabilities provide

o X . - X in.t- The power allocated to useéron tonen is p;, ¢+, which
the p035|b|ll'gy of adapting the video transmlssm.n to d?ﬁu should satisfy the total power constraint at the base statio
network environments. Based on the previous discussioas,

' - . TS ﬁinpm < P. We also denoter;,, , as the fraction that
know that different packets in a GOP have different priesiti ;7 i< allocated to usef, and we haver,, ; € {0,1} and

Some packets need to be received first in order to make otker it < 1, i.e., each tone can be allocated to at most one

packets useful (i.e., decodable at the receiver), and tlaig n{,ca; Note that the channel gains..'s will change from time

not follow their own playback order. Also, the sizes of thg ot 15 time slot, and thus the resource allocation decssion
packets at different quality and temporal layers are tytyca(p_ , andz;, ;) need to change accordingly.
different. The aforementioned reasons result in the vigiai ~ \|<or s achievable rate on tone in time slot is:

rate (VBR) nature of the compressed SVC video sequence. It

is thus useful to calculate the required rate for delivetimg Fing = B log(1 + Pin,téin,t~ 1)
video data with certain priority, and use that to facilitéte ’ ’ Tin,t + APinCint
scheduling and resource allocation decisions. where B is the total bandwidthgy < 1 is the self-noise

Let us further assume the GOP size to peThe total coefficient used to model the channel estimation error [20],
number of temporal levels within a GOP lisg, g then. We  andeg,, , = e;,, /(1 + a).
useP"* to denote a packet that is at temporal levejuality  The feasible rate region in time slot is denoted Bfe, ),
layerg, and belongs to theth frame in the current GOP. Here\yhere e, — {eins,Vi,n} represents the normalized channel

N . o ) ) gains of all users on all tones in time slotOther vectorse,

The spatial scalability is related to downsampling of theewi frames, and

its effect is difficult to measure in terms of PSNR. We will sater it in the andpt are defmed S|m||arIY- We also de.noizeb as a maximum
future work. SNR constraint on tone for useri, which does not change



with time. Then ry at time ¢ lies in the feasible rate regio®(e;) (which
is determined by users’ channel gains and the total power
R(et) constraint at the base station). This involves bstheduling
Din t€in,t . (i.e., which users are allowed to transmit at each time slot)
re|ric = me,tBlog(l 4+ —— Vi . .
Tint + APinCin.t andresource allocatior(i.e., how much resource is allocated
" to each active user in a given time slot). Problem (4) is diffic
mevt <P met < L,Yn, (24, p;) € Xs- to solve since in general the utility function can not be terit
Ln g in close form. Moreover, it involves many integer consttain
@ that are inherent for the OFDM system.
where On the other hand, in our previous work [7] we have
} already obtained a thorough understanding of how to perform

scheduling and resource allocation over OFDM networks for
(3) delay insensitive data traffic. The essential idea is to use a
We also assume that there exist a feedback mechanism fréf@dient-based algorithm proposed, i.e., solving theofalig
users’ receivers to the base station, such that the schred@i@blem in each time slot, wherew; ; is useri’s priority
knows the an estimation of the joint channel stateat the Weight in time slott,

TintSin .
Xt = {(fﬂt,Pt) 2 0lzint € {0,1}, pint < %,W,n
in,t

beginning of time slott. Such mechanism is available, for . 5
example, in the current WiMax 802.16e standards [21]. maximize Zwiﬂf“ﬂf )
K3
C. Video transmission over Wireless system subjectto 7, € R(ey)
Let us consider a media server that is located in the variables 7.

backbone network and contains multiple video sequences. o ) ) o
Once a video sequence is requested by a mobile user in E_or the data transmission probl_em conspl_ered in [_7], it is
particular OFDM cell, it will be first transmitted througheth OPtimal to choosew;, as the gradient of utility/; at time
backbone network to the base station of the correspondisg bi THiS iS not true for video streaming applicatiori$ie key
station. We assume that the backbone network is lossless §Rtrbution of this paper is that we propose a family of
has high bandwidth, thus the transmission delay is neggigib Methods to adaptively calculate the weights;’s in order
We assume that only one subflow of video sequence will (2 @chieve the best overall long term video quality.

buffered at the base station for any user at any given tife.
the subflow cannot be fully transmitted to the user’s reaeiv
before its playback deadline, the frames within the pdytial
received subflow may not be able to be decoded at the receivet.et us first review how to solve Problem (5) undéted
What the scheduler needs to decide is at each time slbtch  weights w; ;'s as described in [7]. The key idea is to use
users to transmit to and how much to transmit in order fcagrangian dual relaxation to solve the problem. The corre-
achieve maximum network performance. sponding the algorithm consists of two stages.

During the first stage, the integer channel allocation con-
straints (i.e.,z;,: € {0,1}) are temporally ignored. We
relax the total power constraint and total channel allocati
A. Problem Formulation constraints in the definition oRR(e;) (i.e., (2)) with dual

Consider a single cell OFDM system withmobile users, Variables A; and y,,; for all n, respectively. Then for a
each user has a utility of/; representing the video qualityfixed value of);, we can analytically solve for the optimal
received by usei, i.e., the average PSNR of the received vide¥alues ofzy,, ,(A¢), py, . (A) andpy, ,(A:). The computational
sequence. The value 6% depends on the user’s desired vide§omplexity is O(NK) since it involves searching for the
content and its allocated transmission rate in each time siaximum of K metrics (one from each user) on each of the

. Review: Scheduling and Resource Allocation with Fixed
riority Weights

IIl. RESOURCEALLOCATION FOR SCALABLE VIDEO
STREAMING OVER OFDM NETWORK

We want to solve the following problem: N tones. The only remaining variable now s, which can
be found using bi-section search and has a complexity that is
maximize > Ui(ri,...,ri1) (4) independent ofV and K.
. i The second stage involves enforcing integer channel al-
subjectto 7y € R(es), t=0,...,T, location constraints based arf, ,(\;) obtained in the first
variables  r,,t=0,...,T. stage. This requires breaking the ties over tones withitmaat

W it imize the total network utility within the i allocations and finding the maximum and minimum extreme
elwdag 1? ma;)(_lmltzte the ota ?e_wtotrh ltJtIthWI 'f‘ te 'mfﬁoints. The computational complexity (N K). Finally we
period[0, T, subject to the constraint that the users’ rate vec bed to re-optimize the power allocation based on the intege

2When the delay is not negligible but upper-bounded, we caift"she channel allocation, which has a computational complexity

users’ deadlines accordingly and then the same analyslespp
3If there is enough memory at the base station, we can buffee ri@n 4For example, the computational complexity of a bi-secti@arsh is
one subflow per user, which does not change the analysis. O(log(1/€)), wheree is the relative error bound target for the search.



independent ofV and K. Details of the complete algorithmtransmitting those subflows well before the deadlines. Then
can be found in [7]. those users will have new subflows buffered at the scheduler,
. . . . . and those subflows have deadlines that are far away, thus
C. Priority Weights Calculation based on Video Distortions again have high priority weights. The users in bad channels
In our work, the priority weights in (5) need to be calculategiill seldom have chances to transmit. This is not satisfying
based on the required rates to deliver the current subflow agt may lead to many deadline violations. Simulation result
the corresponding distortion decrease. This is differemtnf in Section IV also confirm this observation. To overcome
the delay insensitive date application considered in [7].  such problem, we propose a framework in the next section to
Let us denote the beginning of the current transmission tiragplicitly deal with the effect of approaching deadline,igéh
slot ast., the length (in bits) of usei’s current unfinished can enforce the deadline to be satisfied with high probagbilit
subflow in the transmission queue at the scheduléy,asand while still achieving an overall good video quality.
the playback deadline of this subflow &s In order to meet _ ) ) )
the deadline, the subflow needs to be transmitted at an aver®g P€aling with the Approaching Deadline Effect
rate of The approach we take is to explicitly add a product term
in the weight calculating, and this term increases when the
P = L, 6) deadline approaches. In this way, the system will allocaieem
t; —te resources to those “urgent” users and will have less deadlin

Note that this may not be the actual rate that usgets, which Violations. This can avoid the case where the transmission

depends on the resource allocation decisions. If the subi§lowpriority always being given to those users with high rate-

delivered on time, the corresponding video distortiorDjs. ~ distortion slope at the beginning. With this assumptiorg th
Next we calculate the video distortion if the current subfloRriority weight can be calculated as:

is not received on time. This enables us to calculate the AD;

distortion decrease for delivering the current subflow ometi Wit = 7

« If not all required base layer packets in the curreRfhere the delay functiod’ increases with an approaching
subflow have been received by the users, then the gsadiine (i.e., when —t. decreases). One choice that achieves

ceiver can use the last decodable frames to substityi@ pest overall performance in our simulation is to let
the desirable frames, and the distortionZig. In other 1

words, delivering the current subflow on time can lead to C(t; —te) = 5
distortion decrease of (ti —tc)
We will compare various choices of functidhin Section IV.

L(t; —te), (10)

AD; = Dy = Dic. M E Proposed Algorithms

« If all required base layer packets have been received, butThe proposed joint scheduling and resource allocation al-
not all quality enhancement layers, then the receiver cgorithm for video streaming is given in Algorithm 1, which
construct the video frames based on the fully receivetéscribes how the scheduling (i.e., which users to trapsmit
quality layers. Assume that quality layers upgolevel and resource allocation (how much each active is allowed to
have been received, and the corresponding distortiontiansmit) are done within each time slot
D;,,. In other words, delivering the current subflow on The computational complexity of the proposed algorithm
time can lead to distortion decrease of comes from three parts: 1) Merging the remaining packets

AD. — Do — D, (®) with .the nex.t subflow in Line 9._The worst case comp_Iexity
' i i of this step isg(Q + 1), whereg is the GOP size and) is
Finally, the priority weight will be calculated based on théhe size of quality layers. 2) Calculating the priority witg
speed of distortion decrease in the current time slot asvisll w;: according to(10) in Line 13, in particular, the calculation
AD:  AD:. of the distortion decrease. For a video frame, the distontid
7 7 . . .
Wi =—— = (t; —te). (9) different quality layer can be pre-calculated before stieg.

Ts bi, Only if the base layer of a video frame is not successfully
Another way to interpret (9) is the “derivative” of usés received during the transmission, the distortion decreasel
utility function. By taking the users’ video contents ando be recalculated between the different frames. Since this
deadlines into explicit consideration, we connect theodiin rarely happens in practice (as verified by our simulations),
utility with the rate requirement of the video bitstreams.  the complexity comes from this part is negligible. 3) Sotyin

A closer examination of (9) reveals that it is not very satighe weighted rate maximization problem (5) in Line 15. This
factory. In particular, when the current timg)approaches the step is the most complicated part of the proposed algorithm,
deadline ¢;), the priority weight goes to zero. This is becausand detailed complexity analysis can be found in SectiaBlll

for a given subflow, delivering it within a shorter time regd  As this step is independent of the video content and is always

a larger rate, which leads to a reduced value of distorti@thieved at the base station in a downlink OFDM system, it

decrease per unit rate. As a result, the scheduler tendscém be realized by dedicated hardware which can significantl

allocate a lot of resource to users in good channels and finicrease the realtime calculation time.




Algorithm 1 Joint Scheduling and Resource Allocation Algochannel gains:;; are the products of a fixed location-based

rithm for Multi-user Video Streaming term for each usei and a frequency-selective fast fading
1: t=0. term. The location-based components were picked using an
2: repeat empirically obtained distribution for many users in a large
3 t=t+1 system. The fast-fading term was generated using a block-
4: for all usersi=1,...,I do fading model based upon the Doppler frequency (for the
5. repeat block-length in time) and a standard reference mobile delay
6:  check the deadline of the current subflow. spread model (for variation in frequency). For a user’s-fast
7:  if the deadline has already passhdn fading term, each multi-path component was held fixed for
8. discard packets not useful for decoding future packetsmsec (i.e., a fading block length), which corresponds to a
o: merge the remaining packets with the next subflow.250MHz Doppler frequency. The delay-spreadligsec. The

10: let the next subflow be the current subflow. users’ channel conditions are averaged over the applicable
11:  end if channelization scheme and fed back to the scheduler at the
12:  until the deadline of the current subflow has not passg@se station. All video users are randomly selected from the
13:  calculate the priority weightv; ; according to (10). users with an average channel normalized SNR of at least
14: end for 20dB. This makes sure that it is possible to support the

15: solve weighted rate maximization problem (5) using th@inimum quality of the video streaming.
algorithm described in Section 1lI-B, and each useds We considered a system bandwidth&fiHz consisting of
allocated transmission ratg ;. 512 OFDM tones, which are grouped into 64 subchannels (8
16: for all usersi=1,...,1 do tones per subchannel). The symbol duratiori(i8usec with
17:  continue to transmit the current subflow with ratg.  a cyclic prefix of 10usec. This roughly corresponds t@0
18: if the current subflow is transmitted successfully befo®FDM symbols per fading block (i.e2msec). This is one of

the end of the time slathen the allowed configurations in the IEEE 802.16 standards.[21]
19:  obtain the next subflow from the media server. The resource allocation is done once per fading block. For
20 transmit with rater; ;. each video sequence, we report result that is averaged over 5
21:  end if randomly generated channel realizations with a length of 10
22: end for seconds each (which correspondsléd OFDM symbols).

23: until no more video to be streamed B. Different weight definitions

We simulate the algorithm with different delay functiofis
when calculating the weights; ; in (10). In total, we sim-

. ) ulate six algorithms. The first two algorithms are benchmark
A. Simulation Setup algorithms. To observe how the delay approaching effect and
We perform extensive simulations to show the performantiee video rate-distortion reciprocate with each other rayiri

gain of our proposed delay-aware scheduling and resoutbe run-time, we simulate the last four algorithms accagdin
allocation algorithm with different delay functian. to our proposed method in section IIl.D with different level

The video sequences used in the experiments are encodeémphasizes on deadline violation avoidance. We will show
according in H.264 extended SVC standard (using JVT rghat algorithmWr, achieves the best performance among all
erence software, JSVM 8.12 [5]) at variable bit rates with g#roposed ones.
average PSNR of 35dB for each sequences. Four sequences Wi: w; ; = 1 for all s andt. This is the rate maximization
(“Harbor”, “City”, “Foreman”, “Mobile and calendar”) are algorithm, which is “content-blind” but widely used in
used to represent video with very different levels of motion  data-oriented wireless communication systems (e.g., [7])
activities. All the sequences are coded at CIF resolutione W,4: I'(t; — t.) = 1. This algorithm takes users’ con-
(352 x 288, 4:2:0) and 30 frames per second. A GOP size tents into consideration but does not explicit address the
of 8 is used. The first frame is encoded as | frame and all the deadline approaching effect and thus is “deadline-blind”.
key pictures of each GOP were encoded as P frames. Foreman Wry: T'(t; — t.) = 1/(t; — te).
sequence is encoded with an original rate 449.2 kbps and am Wra: T'(t; —t.) = 1/(t; — t.)?.
average PSNR of 35.16dB; City sequence is encoded withe Wrs: I'(t; —t.) = 1/(t; — t.)3.
an original rate 585.8 kbps and an average PSNR of 35.98dBs Wry: I'(t; —t.) = 1/(t; — to)™
Harbor sequence is encoded with a rate of 1599.7 kbps and amable | shows average PSNR achieved by four users request
average PSNR of 35.32dB; Mobile sequence is encoded wiifferent four video clips with the same starting time. The
an original rate 2019 kbps and an average PSNR of 35.17dfitial playback deadline is set to be 200ms [9].

For the wireless system, we perform simulation based onAs we can see, the weighted gradient based scheduling
a realistic OFDM simulator with realistic industry measurereflects the rate-distortion properties of different videatent.
ments and assumptions commonly found in IEEE 802.1énder W, algorithm, the qualities of Mobile and Foreman
standards [21]. We simulate a single OFDM cell with a totalre almost the same although they have very different rate-
transmission power of? = 6W at the base station. Thedistortion properties. This is becau$g, simply maximizes

IV. SIMULATION STUDY



TABLE |

and - 4users

AVERAGE PSNRFOR4 USERS WITH200MS INITIAL PLAYBACK DEADLINE al )
| Sequence| Wi | W,.d | Wr1 | Wra | ng | Wra | oL
Foreman | 27.6218 | 25.8604 | 32.8488 | 33.3882 | 33.007 | 32.8352 S

City 34.1758 | 32.7642 | 34.0714 | 33.9814 | 33.6738 | 33.5146
Harbor | 22.8458| 18.1146 | 23.9022 | 26.1308 | 26.0102| 25.8442
Mobile 27.191 | 15.2696 | 24.5064 | 27.6664 | 27.475 | 27.3092

[ Average | 27.9588 | 23.0022 | 28.8324 ] 30.2918] 30.0416] 29.8756

Average PSNR among users (dB)

Synchoronous 4 users

—5~ Synchoronous deadiine 200ms
—¢ Synchoronous deadiine 400ms
-&- Synchoronous deadiine 600ms
—+ Synchoronous deadiine 800ms
~0- Asynchoronous deadline 200ms
—x= Asynchoronous deadline 400ms
-0~ Asynchoronous deadline 600ms
—+- Asynchoronous deadline 800ms

: ;

3 4 5 6
Weight definition 1-6

Fig. 3. Synchronous and asynchronous deadlines for 4 usl@rizontal
axis represent different algorithms: W¥q; 2 - W,.4; 3 - Wpry; 4 - Wpa; 5
- Wrs; 6 - Wry;

Average PSNR among users (dB)

—6- deadiine 200ms
— deadiine 400ms
23k -o- deadiine 600ms
—#+_deadine 800ms

and - 8 users

. . . |
1 2 3 4 5 6
Weight definition 1~6

Fig. 2. Synchronous deadlines for 4 users. Horizontal apsasent different
algorithms: 1 -Wy; 2 - Wy.q; 3 - Wpy; 4 - Wra; 5 - Wra; 6 - Wry;

the rate without considering the resulting video quality: | - Snoman e oms
stead, by allocating network resource according to thesuser iy“
video rate-distortion properties, the weighted scheduéind ‘ S Ronaonosdesing soms |
resource allocation schemes can dynamically adjust the re- ' ’ eigh deton 1-5 ’ °

source allocation based on video contents. a4 Swnch 4 Asvnch deadines for 8 userdi- 2
Compared to the baselifi&; algorithm, thelV,; algorithm /9" &, SYNCNronous and ASynchtonous deadines for ¢ usersi, < -

. . oo Wieg; 3-Wri 4 - Wro; 5 - Wra; 6 - Wry;
actually decreases the average video quality among differe

users. This is due to the deadline approaching effect exgudiai

in Section I1I-C. _ In reality, it is more common that different users requedewi
Once we take care of this effect by properly chooslng clips at different time, which we call asynchronous deagtin
functions in Wry to Wry, the average PSNR among userf, Fig. 3, we compare the results of both cases for four users.

is improved over the simple total rate maximization schemg the asynchronous deadline case, four users randomtyttar
(W1) by 0.9 dB to 2.3 dB. Results df’'r, achieves the best request the different video sequences from the server withi

average PSNR value, whild’r3 and Wr4 tend to decrease the first initial playback deadline. We also observe that the

the average PSNR value compared with since they put yy., algorithm always performs the best.
too much emphasis on not violating the deadlines.

C. Impact of different initial playback deadlines E. Different user content and congestion range’s influence

Here we check the impact of different initial playback dead- Fig. 4 shows the resul_ts of eight users requestmg video
lines. The initial playback deadline, which refers to deflaym sequences at the same fime. Each of the 4 video sequences
the time user requires the video and the time the video dtartd® required by 2 users. Synchronous and asynchronous cases
play at the receiver. According to the user satisfactorgytu are both shown here. F_or the asynchronc_)ug case, users still
in [9], we test the varied initial playback deadline betwee ndo_mly request the video sequence within one playback
200ms to 800ms. Four users still request the different vid Sadllne. Th_e other setups are the same as sectl_on IV-B.
sequences from the server simultaneously. Other par:’:!meter-rhe.Effe(?t'veneSS of our proposed aIgerthms is more ob-
are the same as before. The results are presented in Fig. 2 MRS In this case, V\_/here the petwork IS more congestgd.
can see thatVr, always achieve the highest average PSNE@ pafncular, Wr2 achieves as h'g.h as 6dB |mprpv§m(_ant n
value under different deadlines. And typically the longee t USErs average PSNR compared with tig rate maximization
initial deadline, the better the video quality. algorithm.

D. Synchronous and Asynchronous requirements’ influence V. CONCLUSION

So far we have only considered the case of synchronouslyTraditionally the content distribution and network resmur
deadlines, i.e., all users start video streaming at the smnee allocation are designed separately. Although working well



in certain wireline communication settings, this appro#&h [10] P. Chou and Z. Miao, “Rate-Distortion Optimized Stréagnof Packe-
certainly not optimal for wireless communication networks izeq Media,"IEEE Trans. Multimediavol. 8, no. 2, pp. 390-404, 2006.
where the available network resource changes rapidly ie.ti
In this paper, we apply a joint design approach to so
the challenging problem of multi-user video streaming over Framework for Video over OFDM Networks: Fairness and Efficig”
wireless channels. We focused on the SVC coding schemesIEEE Trans. on CSV/Tvol. 16, no. 10, pp. 1217-1231, 2006.
and the OFDM schemes, _Wh'Ch ar_e Shown_to be amqng t['i% P. Pahalawatta, R. Berry, T. Pappas, and A. Katsagg&lasmtent-Aware
most promising technologies for video coding and wireless
communications, respectively.

Building on the gradient-based scheduling framework de- Wireless Networks,1EEE J. Select. Areas Communol. 25, no. 4, pp.
signed in our previous work, we proposed an algorithm that 749-759, 2007.
explicitly calculate the users’ priority weights based @ t [13] L. Hoo, B. Halder, J. Tellado, and J. Cioffi, “Multiuserahsmit opti-
video contents, deadline requirements, and previousnrsas
sion results, and then optimize the resource allocatiomgak _ . o .
the current wireless channel conditions and various pralcti region and algorithms,Communications, IEEE Transactions,aml. 52,
constraints into consideration. Simulation results shoat bur no. 6, pp. 922-930, 2004.
algorithm always outperforms the rate maximization (cotte [14] c. v. wong, R. S. Cheng, K. B. Letaief, and R. D. Murch, “Muser
blind) scheme and the pure_gradlent-based (deadlinejblind OFDM with adaptive subcarrier, bit, and power allocatiotZEE J.
scheme. The performance gain in terms of average user PSNR
improvement is as much as 6 dB in a congested network. Select- Areas Commuwol. 17, 1o. 10, pp. 1747-1758, 1999.
Finally, the performance of the algorithm is consistentemd[15] J. Jang and K. Lee, “Transmit power adaptation for mskr OFDM

both synchronous and asynchronous deadlines. systems,’Selected Areas in Communications, IEEE Journalan. 21,

no. 2, pp. 171-178, 2003.

Kﬁ%l] G. M. Su, Z. Han, M. Wu, and K. J.R. Liu, “A Scalable Mulier

Resource Allocation and Packet Scheduling for Video Trassion over

mization for multicarrier broadcast channels: asymptBfiiMA capacity
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