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Abstract—Demand response program with real-time pricing can encourage electricity users towards scheduling their energy usage to off-peak hours. A user needs to schedule the energy usage of his appliances in an online manner since he may not know the energy prices and the demand of his appliances ahead of time. In this paper, we study the users’ long-term load scheduling problem and model the changes of the price information and load demand as a Markov decision process, which enables us to capture the interactions among users as a partially observable stochastic game. To make the problem tractable, we approximate the users’ optimal scheduling policy by the Markov perfect equilibrium (MPE) of a fully observable stochastic game with incomplete information. We develop an online load scheduling learning (LSL) algorithm based on the actor-critic method to determine the users’ MPE policy. When compared with the benchmark of not performing demand response, simulation results show that the LSL algorithm can reduce the expected cost of users and the peak-to-average ratio (PAR) in the aggregate load by 28% and 13%, respectively. When compared with the short-term scheduling policies, the users with the long-term policies can reduce their expected cost by 17%.
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I. INTRODUCTION

The future smart grid aims to empower utility companies and users to make more informed energy management decisions. This motivates the utility companies to provide users with incentives to adjust the timing of their electricity usage [1]. The incentives may be through a demand response program with time-varying pricing schemes such as real-time pricing (RTP) and inclining block rate (IBR) pricing [2]. With a properly designed demand response program, the utility company can decrease its generation cost due to the reduction of peak-to-average ratio (PAR) in the aggregate load. Meanwhile, users can reduce their payment by taking advantage of low prices at off-peak hours.

There are several challenges for users to optimally determine their energy schedule in a demand response program. First, if the utility company uses RTP or IBR, the users’ scheduling decisions are coupled since the appliances’ energy usage of his appliances in an online manner since he may not know the energy prices and the demand of his appliances ahead of time. In this paper, we study the users’ long-term load scheduling problem and model the changes of the price information and load demand as a Markov decision process, which enables us to capture the interactions among users as a partially observable stochastic game. To make the problem tractable, we approximate the users’ optimal scheduling policy by the Markov perfect equilibrium (MPE) of a fully observable stochastic game with incomplete information. We develop an online load scheduling learning (LSL) algorithm based on the actor-critic method to determine the users’ MPE policy. When compared with the benchmark of not performing demand response, simulation results show that the LSL algorithm can reduce the expected cost of users and the peak-to-average ratio (PAR) in the aggregate load by 28% and 13%, respectively. When compared with the short-term scheduling policies, the users with the long-term policies can reduce their expected cost by 17%.
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learning algorithm based on stochastic approximation for the utility company to determine the day ahead price values in a market with multiple foresighted users. These works, however, did not study the operation constraints of different electrical appliances in residential sectors.

In this paper, we focus on designing a load scheduling learning (LSL) algorithm for multiple residential users, who schedule their appliances in response to RTP information. Each user is aware that the total energy consumption (not just his own) will affect the price announced by the utility company. Furthermore, each user is selfish and aims to minimize his own bill payment. We study the long-term interactions among foresighted users instead of the short-term interactions among myopic users. It enables us to model the users’ decision making with uncertainty about the price information and load demand of their appliances as a Markov decision process with different states for different possible scenarios. We capture the interactions among users as a stochastic game [14]. Markov perfect equilibrium (MPE) is a standard solution concept for analyzing stochastic games. Several algorithms have been proposed to determine an MPE in fully observable stochastic games [15]–[22]. Some algorithms are model-based and require knowledge of the dynamics of the system, i.e., the state transition probabilities. The model-based learning algorithms include rational learning methods [15]–[17], linear programming based algorithms [18], [19], and homotopy method [20]. Some other learning algorithms are model-free and aim to determine an MPE when the system dynamics are unknown. Examples of model-free approaches include Lyapunov optimization [21] method and reinforcement learning algorithms [22]. In the demand response program, the underlying game is partially observable [23]–[25], since each user only observes his own state and is uncertain about other users’ states. The key challenge in our model is to characterize the MPE under the partial observability of each user and the interdependency among the users’ policies. This paper is an extension of our previous work [26] that takes into account the uncertainty in the energy price and users’ load demand.

The contributions of this paper are as follows:

- **Novel Solution Approach:** The partially observable stochastic game is a realistic framework to model the interactions among users, but it is difficult to solve. To make the problem tractable, we propose an algorithm executed by each user to approximate the state of all users using some additional information from the utility company. It enables us to approximate the users’ optimal policy by the MPE policy in a fully observable stochastic game with incomplete information, which is more tractable.

- **Learning Algorithm Design:** We formulate an individual optimization problem for each household, its global optimal solution corresponds to the MPE policy of the proposed fully observable stochastic game with incomplete information. We develop an actor-critic method [27]–[30]-based distributed LSL algorithm that converges to the MPE policy. The algorithm is online and model-free, which enables users to learn from the consequences of their past decisions and schedule their appliances in an online fashion without knowing the system dynamics.

- **Performance Evaluation:** We evaluate the performance of the LSL algorithm in reducing the PAR in the aggregate load and the expected cost of users. Compared with the benchmark of not performing demand response, our results show that the LSL algorithm can reduce the PAR in the aggregate load and the expected cost of foresighted users by 13% and 28%, respectively. We compare the policy of the foresighted and myopic users, and show that foresighted users can reduce their daily cost by 17%. When compared with the Q-learning method (e.g., in [7] and [8]), the LSL algorithm based on the actor-critic method converges faster to the MPE policy.

The rest of this paper is organized as follows. Section II introduces the system model. In Section III, we model the interactions among users as a partially observable stochastic game and approximate it by a fully observable stochastic game with incomplete information. In Section IV, we develop a distributed learning algorithm to compute the MPE. In Section V, we evaluate the performance of the proposed algorithm through simulations. Section VI concludes the paper.

II. SYSTEM MODEL

We consider a system with one utility company and a set \( \mathcal{N} = \{1, \ldots, N\} \) of \( N \) households. Each household is equipped with an energy consumption controller (ECC) responsible for scheduling the appliances in that household. The ECC is connected to the utility company via a two-way communication network, which enables the exchange of the price information and the household’s load demand. Users participate in demand response program for a long period of time (e.g., several weeks). We divide the time into a set \( T = \{1, \ldots, T\} \) of \( T \) equal time slots, e.g., 15 minutes per time slot. In this paper, we use ECC, household, and user interchangeably.

A. Appliances Model

Let \( A_i = \{1, \ldots, A_i\} \) denote the set of appliances in household \( i \in \mathcal{N} \), where \( A_i \) is the total number of appliances. In each time slot, an appliance is either awake or asleep, indicating whether it is ready to operate or not. We define the appliance’s operation state as follows:

**Definition 1** (Appliance Operation State): For household \( i \in \mathcal{N} \), the operation state of appliance \( a \in A_i \) in time slot \( t \in T \) is a tuple \( s_{a,i,t} = (r_{a,i,t}, q_{a,i,t}, \delta_{a,i,t}) \), where \( r_{a,i,t} \) is the number of remaining time slots to complete the current task, \( q_{a,i,t} \) is the number of time slots for which the current task can be delayed, and \( \delta_{a,i,t} \) is the number of time slots since the most recent time slot that appliance \( a \) becomes awake with the most recent new task.

Fig. 1 shows the values of \( r_{a,i,t}, q_{a,i,t}, \) and \( \delta_{a,i,t} \) for appliance \( a \in A_i \), which has a task that should be operated for three time slots with a maximum delay of three time slots. When appliance \( a \) becomes awake in time slot \( t \), \( r_{a,i,t} \) and \( q_{a,i,t} \) are initialized based on the current task (e.g., here we have \( r_{a,i,t} = q_{a,i,t} = 3 \)), and \( \delta_{a,i,t} \) is set to 1. The value of \( r_{a,i,t} \) decreases when appliance \( a \) executes its task and becomes 0 when the appliance has completed its task and is
asleep in time slot #t#. The value of #q_{a,i,t}# remains unchanged when the task is executed, and decreases when the task is delayed. When #q_{a,i,t}# is 0, the ECC cannot delay the appliance's task. The value of #\delta_{a,i,t}# increases in each time slot and is reset to 1 when appliance #a# becomes awake with a new task. The appliance may start a new task right after completing the current task. Thus, without becoming asleep, #r_{a,i,t}# and #q_{a,i,t}# are initialized based on the new task, and #\delta_{a,i,t}# is set to 1.

ECC #i# does not know when an appliance becomes awake ahead of time. Instead, it has a belief regarding #P_a(i|\delta_{a,i,t})#, the probability that the difference between two sequential wake-up times for appliance #a# is #\delta_{a,i,t}#, for #\delta_{a,i,t}# ≥ 1. Such a probability distribution can be estimated, for example, based on the awake history for appliance #a#. ECC #i# can approximate #P_a(i|\delta_{a,i,t})# by the ratio of the events that the difference between two consecutive wake-up times is #\delta_{a,i,t}# in a given historical data record. Appliance #a# may become awake in the next time slot (for a new task) if either appliance #a# is asleep or it will complete the current task in the current time slot. In Appendix A, we show that given current time #t#, the probability #P_{a,i,t+1}# that appliance #a# ∈ #\mathcal{A}_i# becomes awake with a new task in the next time slot #t+1 ∈ #\mathcal{T}# is

\[
P_{a,i,t+1} = \frac{P_a(i|\delta_{a,i,t})}{1 - \sum_{\Delta=1}^{\delta_{a,i,t}-1} P_a(i|\Delta)}.
\]

We partition the set of appliances into must-run and controllable. Let #\mathcal{A}_m^i# denote the set of must-run appliances in household #i#. Examples of must-run appliances include lighting and TV. The ECC has no control over the operation of must-run appliances. On the other hand, the ECC can control the time of use for the controllable appliances. The set of controllable appliances in household #i# can further be partitioned into two sets: the set #\mathcal{A}_n^i# of non-interruptible appliances, and the set #\mathcal{A}_i^d# of interruptible appliances. Examples of non-interruptible appliances include washing machine and dish washer, and examples of interruptible appliances include air conditioner and electric vehicle (EV). The ECC may schedule a non-interruptible appliance during several consecutive time slots, but cannot interrupt its task. The ECC may delay or interrupt the operation of an interruptible appliance.

Each time an appliance #a# ∈ #\mathcal{A}_i# becomes awake, it sends information about its new task’s specifications to the ECC #i#.

**Definition 2 (Task’s Specifications):** For an appliance #a# ∈ #\mathcal{A}_i#, the specifications of its task include the average power consumption #P_{a,i}^{avg}# to execute the task, the scheduling window #T_{a,i} = [t_{a,i}^s, t_{a,i}^d]# corresponding to a time interval which includes the earliest start time #t_{a,i}^s# ∈ #\mathcal{T}# and the deadline #t_{a,i}^d# ∈ #\mathcal{T}# for the task, the operation duration #d_{a,i}# for a must-run or non-interruptible appliance corresponding to the total number of time slots required to complete the task, and the interval [#d_{a,i}^\min, d_{a,i}^\max#] for an interruptible appliance corresponding to the range of the operation duration.

The value of the average power consumption #P_{a,i}^{avg}# is assumed to be fixed and known a priori for each appliance #a#. The operation duration #d_{a,i}# for a non-interruptible appliance #a# ∈ #\mathcal{A}_n^i# is fixed. On the other hand, the operation duration #d_{a,i}# for a task of an interruptible appliance #a# ∈ #\mathcal{A}_i^d# can be any value in the range of [#d_{a,i}^\min, d_{a,i}^\max#], and we have #d_{a,i}^\min ≥ 0# and #d_{a,i}^\max ≤ t_{a,i}^S - t_{a,i}^S#. We use the binary decision variable #x_{a,i,t}# ∈ {0, 1} to indicate whether an appliance #a# ∈ #\mathcal{A}_i# is scheduled to operate in time slot #t# (#x_{a,i,t} = 1#) or not (#x_{a,i,t} = 0#). Notice that #x_{a,i,t}# is equal to 0 when appliance #a# is asleep (i.e., #r_{a,i,t} = 0#). Let 

\[
x_{a,i,t} = (x_{a,i,t}, a ∈ \mathcal{A}_i)\text{ denote the scheduling decision vector for all appliances in household } i \text{ in time slot } t.
\]

ECC #i# can infer the state #s_{a,i,t+1}# of appliance #a# in the next time slot #t+1# from the current state #s_{a,i,t}#, the probability #P_{a,i,t+1}#, appliance’s type, the task’s specifications, and the scheduling decision #x_{a,i,t}# as follows:

1) **Must-run appliances:** The feasible action for appliance #a# ∈ #\mathcal{A}_m^i# in time slot #t ∈ \mathcal{T}# is

\[
x_{a,i,t} = \begin{cases} 1, & \text{if } r_{a,i,t} ≥ 1 \\ 0, & \text{if } r_{a,i,t} = 0 \end{cases}
\]

When appliance #a# ∈ #\mathcal{A}_m^i# becomes awake with a new task, #r_{a,i,t}# is set to #d_{a,i}^t#, and ECC #i# operates the appliance without delay, i.e., #q_{a,i,t}# is equal to 0. Given current time #t#, the operation state in time slot #t+1# can be obtained as follows:

- If either appliance #a# ∈ #\mathcal{A}_m^i# is asleep (i.e., #r_{a,i,t} = 0#) or it will complete its task in the current time slot (i.e., #r_{a,i,t} = 1#), then appliance #a# becomes awake in time slot #t+1# with probability #P_{a,i,t+1}#, with the corresponding next state as

\[
s_{a,i,t+1} = (d_{a,i}^t, 0, 1),
\]

and the appliance is asleep in time slot #t+1# with probability #1 - P_{a,i,t+1}#, with the corresponding next state as

\[
s_{a,i,t+1} = (0, 0, \delta_{a,i,t}^t + 1).
\]

- If #r_{a,i,t} ≥ 2#, then appliance #a# ∈ #\mathcal{A}_m^i# has not completed its task yet. With probability #1#, the corresponding next state as

\[
s_{a,i,t+1} = (r_{a,i,t} - 1, 0, \delta_{a,i,t}^t + 1).
\]

2) **Non-interruptible controllable appliances:** The feasible action for appliance #a# ∈ #\mathcal{A}_i^d# in time slot #t ∈ \mathcal{T}# is

\[
x_{a,i,t} = \begin{cases} 0 \text{ or } 1, & \text{if } t ∈ \mathcal{T}_{a,i}, r_{a,i,t} ≥ 1, q_{a,i,t} ≥ 1, \\ 1, & \text{if } t ∈ \mathcal{T}_{a,i}, r_{a,i,t} ≥ 1, q_{a,i,t} = 0, \\ 0, & \text{if } r_{a,i,t} = 0. \end{cases}
\]

Equation (6) implies that ECC #i# can decide to operate a non-interruptible appliance #a# or not when the appliance is awake.
If either appliance \( a \in A_i \) is asleep (i.e., \( r_{a,i,t} = 0 \)) or it will complete the current task in the current time slot (i.e., \( r_{a,i,t} = 1 \) and \( x_{a,i,t} = 1 \)), then the appliance becomes awake in time slot \( t+1 \) with probability \( P_{a,i,t+1} \), with the corresponding next state as

\[
s_{a,i,t+1} = (d_{a,i} - t_{a,i} - d_{a,i} + 1, 1),
\]

and the appliance is asleep in time slot \( t+1 \) with probability \( 1 - P_{a,i,t+1} \), with the corresponding next state as

\[
s_{a,i,t+1} = (0, 0, \delta_{a,i,t} + 1).
\]

If \( r_{a,i,t} \geq 2 \) and \( x_{a,i,t} = 1 \), then appliance \( a \in A_i \) has not completed its task yet and is scheduled in the current time slot \( t \). The appliance cannot be delayed in the next time slot, i.e., \( q_{a,i,t+1} = 0 \). With probability \( 1 \), the corresponding next state as

\[
s_{a,i,t+1} = (r_{a,i,t} - 1, 0, \delta_{a,i,t} + 1).
\]

If \( r_{a,i,t} \geq 1 \) and \( x_{a,i,t} = 0 \), then appliance \( a \in A_i \) has not completed its task yet and is not scheduled in the current time slot \( t \). With probability \( 1 \), we have \( s_{a,i,t+1} = (r_{a,i,t} - 1, 0, \delta_{a,i,t} + 1) \). The action set in (6) implies that \( x_{a,i,t} \) cannot be equal to 0 if \( q_{a,i,t} = 0 \) in time slot \( t \).

3) Interruptible controllable appliance: Equation (6) is the feasible action for appliance \( a \in A_i \) in time slot \( t \) in \( T \). When an interruptible appliance \( a \in A_i \) becomes awake with a new task, \( r_{a,i,t} \) is set to the maximum operation duration \( d_{a,i}^{\text{max}} \). To operate the appliance for at least \( d_{a,i}^{\text{min}} \) time slots, ECC \( i \) can delay the task in at most \( d_{a,i}^{\text{max}} - d_{a,i}^{\text{min}} + 1 \) time slots. The maximum operation duration may not be completed before the deadline within the scheduling horizon \( T_{a,i} \). In this case, if \( t+1 \notin T_{a,i} \), the interruptible appliance will become either asleep or awake with a new task in the next time slot \( t+1 \).

The operation state in the next time slot \( t+1 \) is as follows:

- If the next time slot is not in the scheduling window (i.e., \( t+1 \notin T_{a,i} \)), appliance \( a \in A_i \) is asleep (i.e., \( r_{a,i,t} = 0 \)), or the appliance will complete its task in the current time slot (i.e., \( r_{a,i,t} = 1 \) and \( x_{a,i,t} = 1 \)), then the appliance becomes awake in time slot \( t+1 \) with probability \( P_{a,i,t+1} \), with the next state as

\[
s_{a,i,t+1} = (d_{a,i}^{\text{max}} - t_{a,i}^{\text{max}} - d_{a,i}^{\text{min}} + 1, 1),
\]

and the appliance is asleep in time slot \( t+1 \) with probability \( 1 - P_{a,i,t+1} \), with the corresponding next state as

\[
s_{a,i,t+1} = (0, 0, \delta_{a,i,t} + 1).
\]

- If the next time slot is in the scheduling window (i.e., \( t+1 \in T_{a,i} \)), \( r_{a,i,t} \geq 2 \), and \( x_{a,i,t} = 1 \), then appliance \( a \in A_i \) is scheduled in the current time slot \( t \). The appliance is awake in the next time slot \( t+1 \) with probability \( 1 \), and the next state is

\[
s_{a,i,t+1} = (r_{a,i,t} - 1, q_{a,i,t}, \delta_{a,i,t} + 1).
\]

- If \( t+1 \in T_{a,i} \), \( r_{a,i,t} \geq 1 \), and \( x_{a,i,t} = 0 \), then the task of appliance \( a \in A_i \) is not scheduled in the current time slot \( t \). The appliance is awake in the next time slot \( t+1 \) with probability \( 1 \), with the corresponding next state as

\[
s_{a,i,t+1} = (r_{a,i,t}, q_{a,i,t} - 1, \delta_{a,i,t} + 1).
\]

### B. Pricing Scheme and Household’s Cost

In a dynamic pricing scheme, the payment by each household depends on the time and total amount of energy consumption. Let \( l_i,t = \sum_{a,i \in A_i} P_{a,i} x_{a,i,t} \) denote the aggregate load of household \( i \) in time slot \( t \). Let \( l_i^{\text{other}} \) denote the aggregate background load demand of other users in time slot \( t \) that do not participate in the demand response program. The utility company knows \( l_i^{\text{other}} \) at the end of time slot \( t \). Let \( l_i = l_i^{\text{other}} + \sum_{i' \in N \setminus i} l_i^{\text{other}} \) denote the aggregate load demands of all users in time slot \( t \).

We assume that the utility company uses a combination of RTP and IBR [3], [31]. In time slot \( t \) in \( T \), the unit price \( \lambda_t \) is

\[
\lambda_t (l_i) = \begin{cases} 
\lambda_{1,t}, & \text{if } 0 \leq l_i \leq l_i^{\text{th}}, \\
\lambda_{2,t}, & \text{if } l_i > l_i^{\text{th}},
\end{cases}
\]

where \( \lambda_{1,t} \leq \lambda_{2,t} \), \( t \in T \). Here, \( \lambda_{1,t} \) and \( \lambda_{2,t} \) are the unit price values in time slot \( t \) when the aggregate load is lower and higher than the threshold \( l_i^{\text{th}} \), respectively. We define the vector of price parameters in time slot \( t \) as \( \lambda_t = (\lambda_{1,t}, \lambda_{2,t}, l_i^{\text{th}}) \). The price parameters are set by the utility company according to different factors such as the time of the day, day of the week, wholesale market conditions, and the operation conditions of the power network. We can capture the price changes by making the following assumption:

**Assumption 1** The price parameters are generated according to a hidden Markov model.

In each hidden state, the price parameters are generated from a probability distribution which is unknown to the users [32], [33]. Assumption 1 is consistent with many realistic situations of price determination. For example, the price parameters \( \lambda_t \) may change periodically. In this case, the hidden states correspond to the time of the day, and the price parameters vector for each hidden state is fixed. In a more general model, a hidden state corresponds to the time of the day and the price parameters are chosen from a known probability distribution (e.g., a truncated normal distribution) in each hidden state. If this is the case, the probability distribution for each time slot can be estimated by examining the historical prices of the same time slot from many days [33]. In Section V, we compare the users scheduling decisions when the utility company applies the periodic and random price parameters, respectively.

The payment of household \( i \) in time slot \( t \) is \( l_i,t \lambda_t (l_i) \). When the ECC interrupts the operation of the interruptible appliances, the corresponding user will experience a discomfort...
cost. When an interruptible appliance \( a \in \mathcal{A} \) becomes awake, it sends the user’s desirable operation schedule \( x_{a,i,t}^{\text{des}} \) for all time slots \( t \in \mathcal{T}_{a,i} \) and the coefficients \( \omega_{a,i,t}, a \in \mathcal{A}_i, t \in \mathcal{T}_{a,i} \) (measured in terms of \$) to the ECC to reflect the user’s discomfort caused by any potential change of the operation schedule of interruptible appliance \( a \). For each household \( i \), we capture the discharge cost from scheduling the interruptible appliances by the weighted Euclidean distance between the operation schedule with demand response and the desirable operation schedule as \( \sum_{a \in \mathcal{A}_i} \omega_{a,i,t} |x_{a,i,t} - x_{a,i,t}^{\text{des}}| \), which is also used in [34].

The total cost for each household \( i \) in time slot \( t \) involves the payment and discomfort cost. That is,

\[
c_{i,t}(l_t) = l_{i,t} \lambda_{i}(l_t) + \sum_{a \in \mathcal{A}_i} \omega_{a,i,t} |x_{a,i,t} - x_{a,i,t}^{\text{des}}|.
\]

(15)

In the long-term scheduling problem, the scheduling horizon \( T \) is a large number (e.g., if the scheduling horizon is six months and each time slot is 15 minutes, then we have \( T \approx 17000 \)). Thus, it is reasonable to approximate the problem with an infinite scheduling horizon, and consider the expected discounted cost of each household \( i \) with the discount factor \( \beta \) [35, pp. 150] as

\[
(1 - \beta) \sum_{t=1}^{\infty} \beta^{t-1} c_{i,t}(l_{i,t}, l_{-i,t})
\]

(16)

The parameter \( \beta \) in (16) can be used to characterize a wide range of users’ behaviour. When \( \beta \) is close to zero, the users are myopic, i.e., they aim to minimize their short-term cost (e.g., daily cost) without considering the consequences of their short-term policy on their future cost. When \( \beta \) is close to one, the users are foresighted, i.e., they aim to minimize their long-term cost. One may assume different values of \( \beta \) for different participating users. In this paper, we assume that all users have the same value of \( \beta \). In a more general future study, one may consider the case where different users have different values of \( \beta \).

In the cost model (16) with an infinite scheduling horizon, we can consider the stationary scheduling decision making that is independent of time. Specifically, the decision making only depends on the price parameters and the operation appliance state in a time slot, but is independent of time slot index \( t \). Therefore, we can remove time index \( t \) from the appliances’ states, price parameters, and the household’s cost.

### III. Problem Formulation

Due to privacy concerns, each household does not reveal the information about its appliances to other households. We have

**Assumption 2** The ECC can only observe the operation state of the appliances in its own household.

We capture the interactions among households in demand response program as a partially observable stochastic game.

**Game 1** Households’ Partially Observable Stochastic Game: Players: The set of households \( \mathcal{N} \).

States: The state of household \( i \) is \( s_{i} = (s_{a,i}, a \in \mathcal{A}_i) \).

**Observations:** The observation of household \( i \) is \( o_i = (s_{i}, \lambda_i) \in \mathcal{O}_i \), where \( \mathcal{O}_i \) is the set of possible observations for household \( i \). Let \( o = (o_i, i \in \mathcal{N}) \in \mathcal{O} \) denote the observation profile of all households, where \( \mathcal{O} = \prod_{i \in \mathcal{N}} \mathcal{O}_i \). We use notations \( z(o_i) \) and \( z(o) \) to denote the value of an arbitrary parameter \( z \) in observation \( o_i \) of household \( i \) and observation profile of all households \( o \), respectively.

**Actions:** We define the action vector of household \( i \) in observation profile \( o \) as \( x_i(o) = (x_{a,i}(o), a \in \mathcal{A}_i) \). Let \( x(o) = (x_i(o), i \in \mathcal{N}) \) denote the action profile of all households. Let \( X_i(o_i) \) denote the feasible action space obtained from (2), (6) for household \( i \) with observation \( o_i \).

**Transition Probabilities:** Let \( P(o' | o, x(o)) = \prod_{i \in \mathcal{N}} P_i(o' | o_i, x_i(o)) \).

**Stationary Policies:** Let \( \pi_i(o, x_i(o)) \) denote the probability of choosing a feasible action \( x_i(o) \) in observation \( o \). Let \( \pi_i(o) = (\pi_i(o, x_i(o)), x_i(o) \in X_i(o)) \) denote the probability distribution over the feasible actions. We define the stationary policy for household \( i \) as the vector \( \pi_i = (\pi_i(o), o \in O) \). Let \( \pi = (\pi_i, i \in \mathcal{N}) \) denote the joint policy of all households, and \( \pi_{-i} \) denote the policy for all households except household \( i \).

**Value functions:** Under a given joint policy \( \pi \), the value function \( V_i^\pi : O \rightarrow \mathbb{R} \) returns the expected discounted cost for household \( i \) starting with observation profile \( o \). It can be expressed as the following Bellman equation [14]:

\[
V_i^\pi(o) = \mathbb{E}_{\pi_i(o)} \left\{ Q_i^\pi, i-1(o, x_i(o)) \right\}, \quad \forall o \in O,
\]

(17)

where \( \mathbb{E}_{\pi_i(o)} \{ \cdot \} \) denotes the expectation over the probability distribution \( \pi_i(o) \). Function \( Q_i^\pi, i-1(o, x_i(o)) \) is the Q-function for household \( i \) with action \( x_i(o) \) in observation profile \( o \) when other households’ policy is \( \pi_{-i} \) [14]. We have

\[
Q_i^\pi, i-1(o, x_i(o)) = \mathbb{E}_{\pi_{-i}(o)} \left\{ (1 - \beta) c_i(o, x(o)) + \beta \sum_{o' \in O} P(o' | o, x(o)) V_i^\pi(o') \right\}.
\]

(18)

It is computationally difficult to determine the optimal policies for the households in such a partially observable stochastic game. In a partially observable stochastic game among users, each user needs to know what other users are observing in each time slot. Inspired by the works in [23]–[25], we propose an algorithm executed by each ECC to estimate the observation profile of all households. It enables us to study the users’ optimal policy in a fully observable stochastic game with incomplete information, in which the households play a sequence of Bayesian games.
Algorithm 1

1: Communicate the average load demand \(l^{\text{avg}}(\mathbf{o})\) for all feasible actions \(x_i(\mathbf{o}) \in X_i(\mathbf{o})\) to the utility company.
2: Receive the average aggregate load \(l^{\text{avg}}(\mathbf{a})\) from utility company.
3: Approximate the observation profile by \(\hat{o} := (l^{\text{avg}}(\mathbf{a}), \lambda)\).

**A. Observation Profile Approximation Algorithm**

To make the analysis of Game 1 tractable, we propose an algorithm executed by each ECC to approximate the observation of all households using some additional information. Let \(\hat{o}\) denote the approximate observation profile of all households. Algorithm 1 describes how ECC obtains \(\hat{o}\). ECC sends the average load demand \(l^{\text{avg}}(\mathbf{o})\) of all feasible actions \(x_i(\mathbf{o}) \in X_i(\mathbf{o})\) to the utility company. ECC knows \(\lambda\) and receives the average aggregate load \(l^{\text{avg}}(\mathbf{a}) = \frac{1}{N} \sum_{i \in N} l^{\text{avg}}(\mathbf{o}_i)\). It approximates the observation profile \(\mathbf{o}\) by vector \(\hat{o} = (l^{\text{avg}}(\mathbf{a}), \lambda)\).

In Algorithm 1, each household receives information on the average aggregate load demands. Thus, the privacy of each individual household is protected. All ECCs obtain the same approximation for an observation profile. Thus, we can consider a fully observable stochastic game with incomplete information. Under a given approximate observation profile \(\hat{o}\), the households play a Bayesian game, as each household \(i\) may have different observations \(\mathbf{o}_i\), and thus different sets of feasible actions.

**Game 2 Households’ Fully Observable Stochastic Game with Incomplete Information:**

This game is constructed from Game 1 if the households define their actions and policy as follows:

**Actions:** Let \(O_i(\mathbf{o}) \subseteq O_i\) denote the set of possible observations for household \(i\) in the approximate observation profile \(\hat{o}\). We define the set of actions for household \(i\) in the approximate observation profile \(\hat{o}\) as \(X_i(\hat{o}) = \{x_i(\mathbf{o}) : x_i(\mathbf{o}) \in X_i(\mathbf{o}), \mathbf{o}_i \in O_i(\hat{o})\}\). The feasibility of an action \(x_i(\hat{o}) \in X_i(\hat{o})\) depends on the observation \(\mathbf{o}_i\) of household \(i\).

**Policies:** We define the stationary policy \(\pi_i(\hat{o}, x_i(\mathbf{o}))\) as the probability of choosing a feasible action \(x_i(\mathbf{o}) \in X_i(\mathbf{o})\) in an approximate observation profile \(\hat{o}\) when the observation of household \(i\) is \(\mathbf{o}_i \in O_i(\hat{o})\). Let \(P_i(\mathbf{o}_i | \hat{o})\) be the probability that household \(i\) has observation \(\mathbf{o}_i \in O_i(\hat{o})\) when the approximate observation profile is \(\hat{o}\). Hence, the probability of choosing any action \(x_i(\mathbf{o}) \in X_i(\hat{o})\) is \(\pi_i(\hat{o}, x_i(\mathbf{o})) = P_i(\mathbf{o}_i | \hat{o}) \pi_i(\hat{o}, x_i(\mathbf{o}))\). Let \(\pi_i(\hat{o}) = \{\pi_i(\hat{o}, x_i(\mathbf{o})) : x_i(\mathbf{o}) \in X_i(\hat{o})\}\) denote the probability distribution over the actions for household \(i\) in an approximate observation profile \(\hat{o}\). We define the policy for household \(i\) in Game 2 as the vector \(\pi_i = (\pi_i(\hat{o}), \hat{o} \in O)\).

**B. Markov Perfect Equilibrium (MPE) Policy**

In this subsection, we discuss how each household \(i\) determines a policy \(\pi_i(\hat{o})\) in Game 2 for any approximate observation profiles \(\hat{o}\) to minimize its value function \(V_i^\pi(\hat{o})\). The MPE is a standard solution concept for the partially observable stochastic games. The MPE corresponds to the users’ policies with Markov properties and is compatible with the assumption for the appliance model in Section II-A. The MPE in Game 2 is defined as follows:

**Definition 3** A policy \(\pi_{\text{MPE}} = (\pi_{\text{MPE}}, i \in N)\) is an MPE if for every household \(i \in N\) with a policy \(\pi_i\), we have

\[
V_i(\pi_i, \pi_{\text{MPE}})(\hat{o}) \geq V_i(\pi_{\text{MPE}}, \pi_{\text{MPE}})(\hat{o}), \quad \forall i \in N, \forall \hat{o} \in O. \tag{19}
\]

The MPE policy is the fixed point solution of every household’s best response policy. Household \(i\) solves the following Bellman equations when other households’ policies are fixed:

\[
V_i(\pi_{\text{MPE}})(\hat{o}) = \min_{\pi_i(\hat{o})} \mathbb{E}_{\pi_i(\hat{o})}\{Q_i(\pi_i(\hat{o}), \hat{o}, x_i(\hat{o}))\}, \quad \forall \hat{o} \in O. \tag{20}
\]

As the following Theorem states, the existence of the MPE is guaranteed for Game 2.

**Theorem 1** Game 2 has at least one MPE in stochastic stationary policies.

The proof of Theorem 1 can be found in Appendix B. The MPE is the fixed point of \(N\) recursive problems in (20) for all households. Problem (20) implies that for household \(i\) with action \(x_i(\hat{o})\) under observation profile \(\hat{o}\) in the MPE, we have

\[
V_i^{\text{MPE}}(\hat{o}) \leq Q_i^{\text{MPE}}(\hat{o}, x_i(\hat{o})).
\]

We introduce an equivalent non-recursive optimization problem for each household, which is more tractable. For household \(i \in N\), we define the Bellman error [14] for an action \(x_i(\hat{o})\) in an approximate observation profile \(\hat{o}\) as

\[
B_i(V_i^{\pi}, \hat{o}, x_i(\hat{o})) = Q_i^{\pi}(\hat{o}, x_i(\hat{o})) - V_i^{\pi}(\hat{o}). \tag{21}
\]

We define function \(f_i^{\text{obj}}(V_i^{\pi}, \pi_i)\) as the sum of the expected Bellman errors for all observations \(\hat{o} \in O\). That is

\[
f_i^{\text{obj}}(V_i^{\pi}, \pi_i) = \sum_{\hat{o} \in O} \mathbb{E}_{\pi_i(\hat{o})}\{B_i(V_i^{\pi}, \hat{o}, x_i(\hat{o}))\}. \tag{22}
\]

Each household \(i\) aims to determine the policy \(\pi_i\) and the value function \(V_i^{\pi}\) to minimize \(f_i^{\text{obj}}(V_i^{\pi}, \pi_i)\) by solving the following optimization problem.

\[
\min_{V_i^{\pi}, \pi_i} f_i^{\text{obj}}(V_i^{\pi}, \pi_i) \tag{23}
\]

subject to \(B_i(V_i^{\pi}, \hat{o}, x_i(\hat{o})) \geq 0, \forall \hat{o} \in O, \forall x_i(\hat{o}) \in \hat{X}_i(\hat{o})\).

Problem (23) is generally a non-convex problem, and may have several local minima. We show that the MPE policy of household \(i\) is the global minimum of problem (23).

**Theorem 2** The policy \(\pi_{\text{MPE}}\) is an MPE of Game 2 if and only if for all households \(i \in N\) with action \(x_i(\hat{o}) \in \hat{X}_i(\hat{o})\), we have

\[
\pi_i^{\text{MPE}}(\hat{o}, x_i(\hat{o})) = B_i(V_i^{\text{MPE}}, \hat{o}, x_i(\hat{o})) = 0, \quad \forall \hat{o} \in O. \tag{24}
\]

The proof can be found in Appendix C. Theorem 2 implies that the Bellman error is zero for an action with positive probability at the MPE. Thus, \(f_i^{\text{obj}}(V_i^{\text{MPE}}, \pi_{\text{MPE}}) = 0\) and the MPE is the global optimal solution of problem (23) for all households.

Solving problem (23) is still challenging, as each ECC requires the values of the unavailable transition probabilities between the observations. This motivates us to develop a model-free learning algorithm that enables each ECC to sched-
ule the appliances in an online manner without knowing the system dynamics. Basically, each ECC updates the policy and value function based on the consequences of its past decisions.

As part of the learning algorithm, we need to record the observation and action spaces for a household. In order to reduce the complexity, we use the linear function approximation to estimate the value function [36, Ch. 3]. For household $i$, let $\phi_i(\tilde{o}) = (\phi_{x_i}(\tilde{o}), v \in \mathcal{V})$ denote the row vector of basis functions, where $\mathcal{V}$ is the set of basis functions. Let $\theta_i = (\theta_{x_i}, u \in \mathcal{V})$ denote the row vector of weight coefficients. The approximate value function for household $i$ is

$$V_i^\pi(\tilde{o}, \theta_i) = \theta_i \phi_i^T(\tilde{o}),$$

where $T$ is the transpose operator. It enables ECC $i$ to compute vector $\theta_i$ with $|\mathcal{V}|$ elements instead of the value function $V_i^\pi(\tilde{o})$ for all approximate observation profiles $\tilde{o}$. We parameterize the policy $\pi_i$ for household $i$ via softmax approximation [36, Ch. 3]. Let $\mu_i(\tilde{o}, x_i(\tilde{o})) = (\mu_{x_i}(\tilde{o}, x_i(\tilde{o})), p \in \mathcal{P})$ denote the row vector of basis functions, where $\mathcal{P}$ is the set of basis functions. Let $\psi_i = (\psi_{x_i}, p \in \mathcal{P})$ denote the row vector of weight coefficients. The approximate probability of choosing action $x_i(\tilde{o}) \in X_i(\tilde{o})$ is

$$\pi_i(\tilde{o}, x_i(\tilde{o}), \theta_i) = \frac{e^{\theta_i \psi_i^T(x_i(\tilde{o}), \theta_i)}}{\sum_{x_i(\tilde{o})' \in X_i(\tilde{o})} e^{\theta_i \psi_i^T(x_i(\tilde{o}), \theta_i)}}. \quad (26)$$

To simplify the computation of this approximation, we use the vector of compatible basis functions $\psi_i(\tilde{o}, x_i(\tilde{o})) = (\psi_{p,i}(\tilde{o}, x_i(\tilde{o})), p \in \mathcal{P})$, where

$$\psi_{p,i}(\tilde{o}, x_i(\tilde{o})) = \frac{\partial \ln(\pi_i(\tilde{o}, x_i(\tilde{o}), \theta_i))}{\partial \psi_{p,i}}. \quad (27)$$

We can show that for the softmax parameterized policy, the vector of basis functions $\mu_i(\tilde{o}, x_i(\tilde{o}))$ can be replaced with vector $\psi_i(\tilde{o}, x_i(\tilde{o}))$ [30].

**IV. ONLINE LEARNING ALGORITHM DESIGN**

In this section, we propose a load scheduling learning (LSL) algorithm executed by the ECC of each household to determine the MPE policy. We use an actor-critic learning method, which is more robust than the actor-only methods (such as the policy evaluation [22, Ch. 2]) and faster than the critic-only methods (such as the Q-learning and temporal difference (TD) learning [22, Ch. 6]). The concept of the actor-critic was originally introduced by Witten in [27] and then elaborated by Barto et al. in [28]. A detailed study of the actor-critic algorithm can be found in [29], [30]. Our LSL algorithm is based on the first proposed algorithm in [30]. The ECC is responsible for the actor and critic updates. In the critic update, the ECC evaluates the policy to update the value function. In the actor update, it updates the policy to decrease the objective value of problem (23) based on the updated value function. In the policy update, we use the gradient method with a smaller step size compared with the step size in the value function’s update, thereby using a two-timescale update process [30].

Algorithm 2 describes the LSL algorithm executed by ECC $i$. The index $k$ refers to both iteration and time slot. Our algorithm involves the initiation and scheduling phases. Line 1 describes the initialization in time slot $k = 1$. The loop involving Lines 2 to 14 describes the scheduling phase, which includes the observation profile approximation, the critic update, the actor update, and the basis function construction.

In Lines 3, ECC $i$ executes Algorithm 1 to obtain the approximate observation profile $\hat{o}$. In time slot $k = 1$, ECC $i$ does not have any experience from its past decisions and chooses an action in Line 11. For $k > 1$, the critic and actor updates are executed. ECC $i$ determines the updated vector $\theta_i^{k-1}$ using the TD approach [22, Ch. 6]. The TD error $e_{TD}^{k-1}$ is

$$e_{TD}^{k-1} = (1 - \beta)c_i^{(k-1)}(\hat{o}_i^{k-1}, x_i^{k-1}(\hat{o}_i^{k-1})) + \beta V_i^{\pi, k-1}(\hat{o}_i^{k-1}, \theta_i^{k-1}) - V_i^{\pi, k-1}(\hat{o}_i^{k-1}, \theta_i^{k-1}),$$

(28)

The critic update for ECC $i$ is

$$\theta_i^{k} = \theta_i^{k-1} + \gamma e_{TD}^{k-1} \phi_i(\hat{o}_i^{k-1}),$$

(29)

where $\gamma$ is the critic step size in iteration $k$. In the actor update module, ECC $i$ determines the updated vector $\hat{\theta}_i^{k}$ using the gradient method with descent direction. In particular, ECC $i$ uses the descent direction $\pi_i^{k-1}(\hat{o}_i^{k-1}, x_i^{k-1}(\hat{o}_i^{k-1}), \theta_i^{k-1}) - V_i^{\pi, k-1}(\hat{o}_i^{k-1}, \theta_i^{k-1})$ to ensure convergence to the MPE. Since the gradient is not available, ECC $i$ uses vector $e_{TD}^{k} \psi_i^{(k-1)}(\hat{o}_i^{k-1}, x_i^{k-1}(\hat{o}_i^{k-1}))$ as an estimate of the gradient [30, Algorithm 1]. Therefore, the convergence to the MPE is guaranteed, since the TD error $e_{TD}^{k}$ is an estimate for the Bellman error for action $x_i^{k-1}$ in iteration $k - 1$. Thus, the descent direction is zero if condition (24) is satisfied. The actor update for ECC $i$ is

$$\hat{\theta}_i^{k} = \hat{\theta}_i^{k-1} - \alpha e_{TD}^{k-1} \pi_i^{(k-1)}(\hat{o}_i^{k-1}, x_i^{k-1}(\hat{o}_i^{k-1}), \theta_i^{k-1}) \times e_{TD}^{k-1} \psi_i^{(k-1)}(\hat{o}_i^{k-1}, x_i^{k-1}(\hat{o}_i^{k-1})),$$

(30)

where $\alpha$ is the actor step size in iteration $k$. We use the approach in [37] to autonomously construct the new basis functions $\psi_{[P]+1,i}(\hat{o}, x_i(\hat{o}))$ and $\phi_{[P]+1,i}(\hat{o})$. The candidate for the basis function $\psi_{[P]+1,i}(\hat{o}, x_i(\hat{o}))$ is the TD error $e_{TD}^{k-1}$ in (28), which estimates the Bellman error. The expectation over the Bellman errors of the feasible actions $x_i(\hat{o}_i^{k-1}) \in X_i(\hat{o}_i^{k-1})$ is the candidate for $\phi_{[P]+1,i}(\hat{o})$. We have

$$\psi_{[P]+1,i}(\hat{o}, x_i(\hat{o})) = e_{TD}^{-1}, \quad (31)$$

$$\phi_{[P]+1,i}(\hat{o}) = \mathbb{E} \{ B_i^{k} \pi_i^{(k-1)}(\hat{o}_i^{k-1}, x_i(\hat{o}_i^{k-1})) \}. \quad (32)$$

The expectation in (32) is over the probability of choosing each feasible actions $x_i(\hat{o}_i^{k-1}) \in X_i(\hat{o}_i^{k-1})$. In Appendix D, we explain how to approximate the Bellman error for each feasible action. In Line 7, ECC $i$ checks the convergence of $\theta_i^{k}$ and decides whether to add the new basis functions or not.

In Line 11, ECC $i$ schedules the appliances in the current time slot $k$. In Line 12, ECC $i$ receives the cost $c_i(\hat{\theta}_i^{k}, x_i^{k}(\hat{\theta}_i^{k})).$ Next time slot is started in Line 13. In Line 14, the stopping criterion is given. From Theorem 2, LSL algorithm converges to the MPE if the objective value $f^{obj}(V_i^{\pi, k-1}, \pi_i^{k-1})$ is zero. ECC $i$ computes the approximate objective value by summing over the expected Bellman errors up to iteration $k - 1$ as

$$f^{obj}_i(V_i^{\pi, k-1}, \pi_i^{k-1}) = \sum_{i} \sum_{o,x} V_i^{\pi, k-1}(o, x) \pi_i^{k-1}(o, x),$$

(33)
Algorithm 2 LSL Algorithm Executed by ECC $i \in \mathcal{N}$.

1. Set $k := 1$, $\epsilon := 10^{-3}$, and $\xi = 10^{-3}$. Set $\phi_{1,i}(\cdot) := 1$ and $\psi_{1,i}(\cdot) := 1$, and randomly initialize $\theta_{1,i}$ and $\delta_{1,i}$.
2. **Repeat**
3. Observe $o^k := (s^k, \lambda^k)$. Approximate $\delta^k$ using Algorithm 1.
4. If $k \neq 1$
5. Determine the updated vector $\theta^k$ according to (29).
6. Determine the updated vector $\delta^k$ according to (30).
7. If $|\theta^k - \theta^{k-1}| < \epsilon$
8. Construct new basis functions $\psi_{(k+1),i}(\hat{\omega}, \bar{x}_i(\hat{\omega}))$ and $\phi_{V_{(k+1),i}}(\hat{\omega})$ using (31) and (32).
9. **End if**
10. **End if**
11. Choose action $x^k(\hat{\omega})$ using policy $\pi^k(\hat{\omega}, \delta^k)$.
12. Receive the cost $c_i(\hat{\omega}, x^k(\hat{\omega}))$ from the utility company.
13. $k := k + 1$.
14. **Until** $||f_{ij}^k(V_{i}^{\pi^k, k-1}, \pi^{k-1})|| < \xi$.

$$
\sum_{j=1}^{k-1} E_{\pi^{k-1}(\hat{\omega})} \left\{ B_j^i \left[ V_{i}^{\pi^{k-1}, \hat{\omega}, \bar{x}_i(\hat{\omega})} \right] \right\}. \quad (33)
$$

The sufficient conditions for the actor and critic step sizes to ensure the convergence of the LSL algorithm are given in [29].

In the proposed model-free LSL algorithm, ECC $i$ does not know the next states of the appliances until the next time slot begins in Line 13. The ECC updates its value function using the TD error in (28), which depends on the next time slot observation. Therefore, the ECC only goes through one iteration per time slot.

V. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the LSL algorithm in a system, where one utility company serves 200 households that participate in the demand response program. The scheduling horizon is six months. Each time slot is 15 minutes. We consider six controllable appliances for each household, e.g., dish washer, washing machine, and stove are non-interruptible appliances, and EV, air conditioner, and water heater are interruptible appliances. We model other appliances such as refrigerator and TV as must-run appliances. Table I summarizes the task specifications of the controllable appliances [38]. For the EV in each household $i$, we have $d_{\text{min}} = (B_1^d - B_0^d)/p_{\text{avg}}$, and $d_{\text{max}} = (B_{\text{max}}^d - B_0^d)/p_{\text{avg}}$, where $B_0^d$ is the initial charging level when the EV awakens, $B_1^d$ is the charging demand for the next trip, and $B_{\text{max}}$ is the battery’s maximum capacity. The charging demand of the EV in household $i$ is uniformly chosen at random from the set $\{18$ kWh, $18.75$ kWh, $\ldots, 24$ kWh$\}$. The battery capacity is set to 30 kWh. Typically, the user is indifference between the charging patterns for the EV as long as the charging is finished before the deadline. Thus, we set coefficients $\omega_{a,i,t}, t \in T$ to zero for the EV. Coefficients $\omega_{a,i,t}, t \in T$ are uniformly random from the interval $[0.8, 0.5]$ for the air conditioner and water heater. We set the desired load pattern $(x_{\text{des},i,t}, t \in T)$ of the air conditioner to a 16-hour period, during which the appliance turns on for an hour and turns off in the next hour in a periodic fashion. We set the desired load pattern of the water heater to a 5-hour period without interruption. To simulate the non-interruptible appliances, we consider several scheduling windows selected uniformly between 10 am and 10 pm, with a length that is uniformly chosen at random from set $\{4$ hr, $5$ hr, $6$ hr, $7$ hr$\}$. For the washing machine, we model $(P_{\text{avg}} \lambda_i(\Delta), \Delta \geq 1)$ as a truncated normal distribution which is lower bounded by zero, and has a mean value of 288 time slots and a standard deviation of 60 time slots. For other appliances, we use a truncated normal distribution with a mean value of 96 time slots and a standard deviation of 20 time slots. In practical implementations, the probability distribution $(P_{\text{avg}} \lambda_i(\Delta), \Delta \geq 1)$ for each appliance $a$ can be approximated by using the historical record on the usage behaviour of each user $i$.

Unless stated otherwise, the price parameters vary periodically with a period of one day. As discussed in Section II-B, the periodic price parameter vector is a special case for the hidden Markov model in Assumption 1. Figs. 2 (a) and (b) show $p_{i,t}^k, t \in T$, and $\lambda_{1,t}$ and $\lambda_{2,t}, t \in T$ over one day, respectively. The actor and critic step sizes in iteration $k$ of the LSL algorithm are set to $\gamma_{a,t}^k = m_a/k$ and $\gamma_{c,t}^k = m_c/k$, respectively. Since each ECC may use different values for $m_a$ and $m_c$ in practice, we choose $m_a$ and $m_c$ uniformly from $[0.5, 2]$ for each household. Unless stated otherwise, the discounted factor $\beta$ is set to 0.995, i.e., the users are foresighted.

For the benchmark scenario without demand response, the non-interruptible appliances are operated as soon as they become awake. The air conditioner and water heater are operated

---

**Table I**

<table>
<thead>
<tr>
<th>Appliance</th>
<th>$(P_{\text{avg}}^a, d_{a,i, t}, \epsilon_{\text{min}}^a, \epsilon_{\text{max}}^a)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dish washer</td>
<td>$,(1.5 \text{ kW}, 2 \text{ hr}, \ldots, \text{ --})$</td>
</tr>
<tr>
<td>Washing machine</td>
<td>$,(2.5 \text{ kW}, 3 \text{ hr}, \ldots, \text{ --})$</td>
</tr>
<tr>
<td>Stove</td>
<td>$,(3 \text{ kW}, 3 \text{ hr}, \ldots, \text{ --})$</td>
</tr>
<tr>
<td>EV</td>
<td>$,(3 \text{ kW}, \ldots, (B_{\text{max}}^d - B_0^d)/p_{\text{avg}}, (B_{\text{max}} - B_1^d)/p_{\text{avg}})$</td>
</tr>
<tr>
<td>Air conditioner</td>
<td>$,(1.5 \text{ kW}, \ldots, 2 \text{ hr}, 8 \text{ hr})$</td>
</tr>
<tr>
<td>Water heater</td>
<td>$,(2.5 \text{ kW}, \ldots, 0 \text{ hr}, 5 \text{ hr})$</td>
</tr>
</tbody>
</table>

---

**Fig. 2.** Price parameters over one day: (a) $p_{i,t}^k$; (b) $\lambda_{1,t}$ and $\lambda_{2,t}$. 
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The peak load is about 1 MW around 6 pm without load scheduling. Fig. 2 shows the aggregate load profile of all users over one week. The peak load reduction can be observed in all days with the LSL algorithm.

The LSL algorithm benefits the users by reducing their daily average cost. We perform simulations for $\beta = 0.995$, $0.8$, $0.5$, $0.2$, $0.05$, which includes the extreme cases of foresighted users ($\beta = 0.995$) and myopic users ($\beta = 0.05$). We present the daily average cost of household 1 for different values of $\beta$ in Fig. 4. The initial value of $4.8$ per day is the daily average cost without load scheduling. When household 1 is foresighted, its daily average cost decreases by $28\%$ (from $4.8$ per day to $3.5$ per day). When $\beta$ decreases, the daily average cost increases gradually. For a myopic user, the daily average cost decreases by $11\%$ (from $4.8$ per day to $4.3$ per day). The reason is that the ECC for foresighted users schedules the appliances considering the price in the current and future time slots. Fig. 5 (a) shows the charging profile of the EV for household 1 with a myopic user. Fig. 5 (b) shows the dynamics of electricity price over two days when the users are myopic. The ECC of the myopic user (with $\beta = 0.05$) considers the daily price fluctuations and charges the EV just to fulfill the charging demand (for 6 hours). Fig. 5 (c) shows the charging profile of the EV for household 1 with a foresighted user. Fig. 5 (d) shows the dynamics of electricity price when the users are foresighted. The ECC of the foresighted user (with $\beta = 0.995$), on the other hand, takes advantage of the price fluctuations over multiple days (in particular the low current price) and charges the EV more than the current charging demand (for 8.5 hours) in order to reduce cost in the following day when the price in the charging period is high.

The LSL algorithm helps the utility company reduce the PAR in the aggregate load demand. We compute the expected PAR over a period of 2 months in Fig. 6. We consider two special cases of the hidden Markov model in Assumption 1, i.e., the periodic and random price parameters, respectively, to evaluate the performance of LSL algorithm. With periodic price parameters, the LSL algorithm performs well and reduces the PAR from $2.3$ to $2.02$ (13\% reduction) in 3000 time slots (about a month). For random price parameters, we assume that the utility company chooses $\lambda_{t, t}$, $t \in T$ from a truncated normal distribution with a mean value shown in Fig. 2 (a) and a standard deviation of $0.2$ MW. The parameters $\lambda_{1, t}$ and $\lambda_{2, t}$, $t \in T$ are also chosen from a truncated normal distribution with a mean value shown in Fig. 2 (b) and a

according to their desired load patterns. The EV starts to charge when it is plugged in. We simulate both the benchmark case and LSL algorithm for several scenarios using Matlab in a PC with processor Intel Core i5 3337U CPU 1.80 GHz.

First, we compare the load profiles for household 1 over two days in the benchmark scenario (without load scheduling) and the LSL algorithm (with load scheduling) in Fig. 3 (a). The EV charging demands of household 1 in the first and second days are 6 and 8 hours, respectively. With the LSL algorithm, the ECC of household 1 schedules the operating appliances to reduce the payment. In particular, since the peak load with scheduling in the first day is much lower than that in the second day, the ECC of the foresighted household 1 charges the EV for 8.5 hours in the first day (larger than the demand of 6 hours in the first day), in order to reduce the charging hour to 5.5 hours in the second day. Such a charging schedule reduces the peak load in the second day. Fig. 3 (b) shows the aggregate load demand of all users during one sample day. The peak load is about 1.9 MW around 8 pm without load scheduling. When the households deploy LSL algorithm, the ECCs schedule the controllable appliances to off-peak hours at the MPE. The peak load decreases by $27\%$ to 1.4 MW. Fig. 3 (c) shows the aggregate load profile of all users over one week. The peak load reduction can be observed in all days with the LSL algorithm.

The LSL algorithm benefits the users by reducing their daily average cost. We perform simulations for $\beta = 0.995$, $0.8$, $0.5$, $0.2$, $0.05$, which includes the extreme cases of foresighted users ($\beta = 0.995$) and myopic users ($\beta = 0.05$). We present the daily average cost of household 1 for different values of $\beta$ in Fig. 4. The initial value of $4.8$ per day is the daily average cost without load scheduling. When household 1 is foresighted, its daily average cost decreases by $28\%$ (from $4.8$ per day to $3.5$ per day). When $\beta$ decreases, the daily average cost increases gradually. For a myopic user, the daily average cost decreases by $11\%$ (from $4.8$ per day to $4.3$ per day). The reason is that the ECC for foresighted users schedules the appliances considering the price in the current and future time slots. Fig. 5 (a) shows the charging profile of the EV for household 1 with a myopic user. Fig. 5 (b) shows the dynamics of electricity price over two days when the users are myopic. The ECC of the myopic user (with $\beta = 0.05$) considers the daily price fluctuations and charges the EV just to fulfill the charging demand (for 6 hours). Fig. 5 (c) shows the charging profile of the EV for household 1 with a foresighted user. Fig. 5 (d) shows the dynamics of electricity price when the users are foresighted. The ECC of the foresighted user (with $\beta = 0.995$), on the other hand, takes advantage of the price fluctuations over multiple days (in particular the low current price) and charges the EV more than the current charging demand (for 8.5 hours) in order to reduce cost in the following day when the price in the charging period is high.

The LSL algorithm helps the utility company reduce the PAR in the aggregate load demand. We compute the expected PAR over a period of 2 months in Fig. 6. We consider two special cases of the hidden Markov model in Assumption 1, i.e., the periodic and random price parameters, respectively, to evaluate the performance of LSL algorithm. With periodic price parameters, the LSL algorithm performs well and reduces the PAR from $2.3$ to $2.02$ (13\% reduction) in 3000 time slots (about a month). For random price parameters, we assume that the utility company chooses $\lambda_{t, t}$, $t \in T$ from a truncated normal distribution with a mean value shown in Fig. 2 (a) and a standard deviation of $0.2$ MW. The parameters $\lambda_{1, t}$ and $\lambda_{2, t}$, $t \in T$ are also chosen from a truncated normal distribution with a mean value shown in Fig. 2 (b) and a
PAR to converge to 2.07. Thus, LSL algorithm has a robust performance even in a market with random fluctuations in the price parameters.

We show that Algorithm 2 converges to the MPE by using the MPE characterization in Theorem 2. Fig. 7 depicts the absolute values of the approximate objective function $\|\hat{\mu}_i^{\text{obj}}(\mathbf{\pi}_i, \mathbf{\pi}^{k}, \mathbf{v}^{k})\|$ for households 1, 2, and 3. It shows that the objective values converge to zero (we have the same result for other households), which is the global optimal solution of problem (23). Thus from Theorem 2, the LSL algorithm converges to the MPE of Game 2. Though the action and state spaces of each household are large, the speed of convergence is acceptable as a result of using the value function and policy approximations. The jumps in the curves in Fig. 7 correspond to the iterations where the basis functions in (31) and (32) are added to the basis function sets. In our simulation, the running time of the LSL algorithm per iteration per household is only a few seconds. As the households only need to go through one iteration of computation per time slot (e.g., 15 mins), the proposed algorithm is suitable for real-time executions.

We compare the LSL algorithm with a scheduling algorithm based on Q-learning to demonstrate the benefit of the actor-critic method. Q-learning has been used in some existing learning algorithms for demand response (e.g., [7] and [8]). We consider an algorithm based on Q-learning with the same structure as LSL algorithm, with the only difference that the ECC updates the Q-functions [22, Ch. 6]. Fig. 8 shows the daily average cost of household 1 using the LSL algorithm and the Q-learning benchmark. In each iteration of the Q-learning benchmark, the policies are obtained from the updated values of the Q-functions (which is computed based on the Boltzmann exploration as in [7]). The policy update suffers from high fluctuations and slow learning. Our proposed algorithm converges much smoother, with a total convergence time around 25% of that of the Q-learning benchmark.

To study how the observation profile approximation in Algorithm 1 affects the users’ policy, we compare the households’ policies in two scenarios. In the first scenario, the states are partially observable to the ECCs. They will use Algorithm 1 to approximate the observation profile of all households. In the second scenario, the utility company shares the state of all households with each ECC. Thus, the states become fully observable to the ECCs. The LSL algorithm can be used in both scenarios to determine the MPE policy of the households.

standard deviation of 5$/MW. The random price parameters can model abnormal fluctuations (such as spikes in the price values). In practice, the probability distributions for the price parameters can be estimated from the historical price data. Nevertheless, our LSL algorithm is model-free, hence the ECCs do not need to know the probability distributions of the price parameters. Results show that the ECCs can still effectively determine their MPE policies through learning, but it takes 6500 time slots (about two months) for the

Fig. 5. (a) The EV’s charging schedule when household 1 is myopic ($\beta = 0.05$); (b) the electricity price when users are myopic; (c) the EV’s charging schedule when household 1 is foresighted ($\beta = 0.995$); (d) The electricity price when users are foresighted.

Fig. 6. Expected PAR of the LSL algorithm with periodic and random price parameters.

We consider an algorithm based on Q-learning with the same structure as LSL algorithm, with the only difference that the ECC updates the Q-functions [22, Ch. 6]. Fig. 8 shows the daily average cost of household 1 using the LSL algorithm and the Q-learning benchmark. In each iteration of the Q-learning benchmark, the policies are obtained from the updated values of the Q-functions (which is computed based on the Boltzmann exploration as in [7]). The policy update suffers from high fluctuations and slow learning. Our proposed algorithm converges much smoother, with a total convergence time around 25% of that of the Q-learning benchmark.

To study how the observation profile approximation in Algorithm 1 affects the users’ policy, we compare the households’ policies in two scenarios. In the first scenario, the states are partially observable to the ECCs. They will use Algorithm 1 to approximate the observation profile of all households. In the second scenario, the utility company shares the state of all households with each ECC. Thus, the states become fully observable to the ECCs. The LSL algorithm can be used in both scenarios to determine the MPE policy of the households.
partially observable stochastic game, where each household aims at minimizing its discounted average cost in a realtime pricing market. We proposed a distributed and modelfree learning algorithm based on the actor-critic method to determine the MPE policy. We used the value function and policy approximation technique to reduce the action and state spaces of the households and improve the learning speed. Simulation results show that the expected PAR in the aggregate load can be reduced by 13% when users deploy the proposed algorithm. Furthermore, the foresighted users can benefit from 28% reduction in their expected discounted cost in long-term, which is 17% lower than the expected cost of the myopic users. For future work, we plan to extend our LSL algorithm to a deregulated market, where multiple households participate in demand response program and can choose to purchase electricity from multiple utility companies.

APPENDIX

A. The Proof of Equation (1)

Consider appliance $a \in A_i$ in household $i$. According to Definition 1, $\delta_{a,i,t}$ for $t \in T$ is the number of time slots since the most recent time slot that appliance $a$ becomes awake with the most recent new task. In other words, appliance $a$ has not become awake with a new task again in time slots $t - \delta_{a,i,t} + 1, \ldots, t$ since it became awake in time slot $t - \delta_{a,i,t} + 1$. The value of $P_{a,i}(\delta_{a,i,t})$ is the probability that the difference between two sequential wake-up times for appliance $a$ is $\delta_{a,i,t}$. Given the current time slot $t$, the probability $P_{a,i,t+1}$ that appliance $a \in A_i$ becomes awake with a new task in the next time slot $t + 1 \in T$ can be obtained from the Bayes’ rule as

$$P_{a,i,t+1} = \frac{\text{Prob}\{E_1 \mid E_2\} \cdot \text{Prob}\{E_2\}}{\text{Prob}\{E_1\}},$$

where $E_1$ is the event that appliance $a$ has not become awake with a new task until time slot $t$, and $E_2$ is the event that appliance $a$ becomes awake in time slot $t + 1$ after $\delta_{a,i,t}$ time slots since it became awake with the most recent task. With probability $\text{Prob}\{E_1 \mid E_2\} = 1$, appliance $a$ has not become awake with a new task until time slot $t$ conditioned on the event that it becomes awake with a new task in time slot $t + 1$. With probability $\text{Prob}\{E_2\} = P_{a,i}(\delta_{a,i,t})$, appliance $a$ becomes awake in time slot $t + 1$ after $\delta_{a,i,t}$ time slots since it became awake with the most recent task. Appliance $a$ has not become awake in time slots $t - \delta_{a,i,t} + 1, \ldots, t$ with probability $\text{Prob}\{E_1\} = 1 - \sum_{\Delta=1}^{\delta_{a,i,t}-1} P_{a,i}(\Delta)$. Therefore, $P_{a,i,t+1}$ can be obtained as (1). This completes the proof.

B. The Proof of Theorem 1

The MPE policy in Game 2 is the fixed point solution of every household’s best response policy. Household $i$ solves the Bellman equations (20) for all approximate observation profiles $\phi \in \mathcal{O}$ when other households’ policies are fixed. We construct a Bayesian game from the underlying fully observable game with incomplete information as follows:

**Game 3 Bayesian Game Among Virtual Households:**

---

**VI. CONCLUSION**

In this paper, we formulated the scheduling problem of the controllable appliances in the residential households as a
Players: The set of virtual households, where each virtual household \((i, \phi)\) corresponds to each real household \(i \in \mathcal{N}\) and observation profile \(\hat{\phi} \in \mathcal{O}\).

Types: The type of each virtual household \((i, \phi)\) is the observation \(\alpha_i \in \mathcal{O}_i\) of household \(i\). \(P_i(\alpha_i | \phi)\) is the probability that virtual household \((i, \phi)\) has type \(\alpha_i\).

Strategies: The strategy for virtual household \((i, \phi)\) is the probability distribution \(\pi_i(\hat{\phi})\) over the actions \(x_i(\hat{\phi}) \in \mathcal{X}_i(\hat{\phi})\).

Costs: The cost of each virtual household \((i, \phi)\) with strategy \(\pi_i(\hat{\phi})\) is equal to \(E_{\pi_i(\hat{\phi})} \{Q_i^{\pi_i} (\hat{\phi}, x_i(\hat{\phi}))\}\), where \(Q_i^{\pi_i} (\hat{\phi}, x_i(\hat{\phi}))\) is defined in (18).

We consider the Bayesian Nash equilibrium (BNE) solution concept for the underlying Bayesian game among virtual households. We show that the BNE corresponds to the MPE of Game 2 among households \(i \in \mathcal{N}\). In Game 3, each virtual household \((i, \phi)\) aims to determine its BNE strategy \(\pi_i^{\text{BNE}}(\hat{\phi})\) to minimize \(E_{\pi_i(\hat{\phi})} \{Q_i^{\pi_i} (\hat{\phi}, x_i(\hat{\phi}))\}\) when other virtual households’ strategies are fixed. Therefore, in the BNE all virtual households solve the Bellman equations in (20). Consequently, the BNE of the Game 3 among virtual households corresponds to the MPE of Game 2 among real households. A BNE always exists for the Bayesian games with a finite number of players and actions [17, Ch. 6]. Thus, an MPE exists for the fully observable game with incomplete information among households. This completes the proof.

\[\sum_{\hat{\phi} \in \mathcal{O}_i} \{B_i \{V_i^{\pi_i^{\text{MPE}}} (\hat{\phi}, x_i(\hat{\phi}))\}\} = 0, \forall i \in \mathcal{N}, \tag{35}\]

\[\text{which is equivalent to}\]

\[\sum_{\hat{\phi} \in \mathcal{O}_i} \{B_i \{V_i^{\pi_i^{\text{MPE}}} (\hat{\phi}, x_i(\hat{\phi}))\}\} = 0, \forall \hat{\phi} \in \mathcal{O}_i, \forall i \in \mathcal{N}, \tag{36}\]

\[\pi_i^{\text{MPE}}(\hat{\phi})\] is a randomized policy. Hence, we have \(E_{\pi_i^{\text{MPE}}(\hat{\phi})} \{V_i^{\pi_i^{\text{MPE}}} (\hat{\phi})\} = V_i^{\pi_i^{\text{MPE}}} (\hat{\phi})\). Hence, for all approximate observation profile \(\hat{\phi} \in \mathcal{O}_i\), (37) can be rewritten as

\[V_i^{\pi_i^{\text{MPE}}} (\hat{\phi}) = E_{\pi_i^{\text{MPE}}(\hat{\phi})} \{Q_i^{\pi_i^{\text{MPE}}} (\hat{\phi}, x_i(\hat{\phi}))\}, \forall i \in \mathcal{N}. \tag{38}\]

For household \(i\), we define the average cost in approximate observation profile \(\hat{\phi}\) as \(c_i(\hat{\phi}) = E_{\pi_i^{\text{MPE}}(\hat{\phi})} \{c_i(\hat{\phi}, x_i(\hat{\phi}))\}\). We define the average transition probability from observation \(\hat{\phi}\) to \(\phi'\) as \(P(\phi' | \hat{\phi}) = E_{\pi_i^{\text{MPE}}(\hat{\phi})} \{P(\phi' | \hat{\phi}, x(\hat{\phi}))\}\). We define vectors \(\tilde{c}_i(\hat{\phi}, \hat{\phi} \in \mathcal{O}_i)\) and \(V_i^{\pi_i^{\text{MPE}}} (\hat{\phi}, \hat{\phi} \in \mathcal{O}_i)\), and define the transition matrix \(\tilde{P} = [P(\phi' | \hat{\phi})\}, \hat{\phi}, \phi' \in \mathcal{O}_i\]. By substituting (18) into (38), we have

\[V_i^{\pi_i^{\text{MPE}}} = (1 - \beta) \tilde{c}_i + \beta \tilde{P} V_i^{\pi_i^{\text{MPE}}} . \tag{39}\]

By rearranging the terms in (39), we obtain

\[(I - \beta \tilde{P}) V_i^{\pi_i^{\text{MPE}}} = (1 - \beta) \tilde{c}_i, \tag{40}\]

where \(I\) is the identity matrix. Matrix \(\tilde{P}\) is a stochastic matrix (i.e., each of its entries is a nonnegative real number representing a probability), and thus its eigenvalues are less than or equal to one. Besides, the discount factor \(\beta\) is less than one. Hence, the eigenvalues of matrix \(I - \beta \tilde{P}\) are positive, and thereby it is invertible (or nonsingular). From (40), we can obtain \(V_i^{\pi_i^{\text{MPE}}}\) as

\[\sum_{\hat{\phi} \in \mathcal{O}_i} \sum_{\hat{\phi} \in \mathcal{O}_i} \pi_i^{\text{MPE}}(\hat{\phi}, x_i(\hat{\phi})) B_i \{V_i^{\pi_i^{\text{MPE}}} (\hat{\phi}, x_i(\hat{\phi}))\} = 0. \tag{35}\]

The Bellman error \(B_i \{V_i^{\pi_i^{\text{MPE}}} (\hat{\phi}, x_i(\hat{\phi}))\}\) is nonnegative. Hence, from (42), \(f_{\pi_i^{\text{MPE}}(\hat{\phi})} (V_i^{\pi_i^{\text{MPE}}} (\hat{\phi}, x_i(\hat{\phi}))\) is equivalent to \(\pi_i^{\text{MPE}}(\hat{\phi}, x_i(\hat{\phi})) B_i \{V_i^{\pi_i^{\text{MPE}}} (\hat{\phi}, x_i(\hat{\phi}))\} = 0\) for all households \(i \in \mathcal{N}\) with action \(x_i(\hat{\phi}) \in \mathcal{X}_i(\hat{\phi})\) in observation profile \(\hat{\phi}\). This completes the proof.

D. Bellman Error Approximation

The basis function in (32) is equal to the expectation over the Bellman errors for all feasible actions
$x_i(\hat{o}^{-1}) \in X_i(\hat{o}^{-1})$. ECC $i$ knows the observation $\hat{o}^{-1}$, the approximate observation profile $\hat{o}^{-1}$, and the cost $c_i(\hat{o}^{-1}, x_i^{-1}(\hat{o}^{-1}), x_{-i}^{-1}(\hat{o}^{-1}))$ for the chosen action $x_i^{-1}(\hat{o}^{-1})$ in iteration $k-1$, as well as the current observation $o_i^k$ and the approximate observation profile $\hat{o}^k$. ECC $i$ needs to use these available information to approximate the Bellman error for an arbitrary feasible action $x_i(\hat{o}^{-1}) \in X_i(\hat{o}^{-1})$. We use the TD error as an estimation for the Bellman error [14, Lemma 3]. We have

$$D_k^i - V_i(1-\beta) - o_i - k+1 \in X_i(\hat{o}^{-1})$$

$$+ \beta V_i(1-\beta) - o_i - k+1 \in X_i(\hat{o}^{-1})$$

where $\hat{o}^k(x_i(\hat{o}^{-1}))$ is the approximate observation profile in the current time slot $k$ if household $i$ chooses action $x_i(\hat{o}^{-1})$ in the previous time slot $k-1$. ECC $i$ determines $\hat{o}^k(x_i(\hat{o}^{-1}))$ in the following two steps:

Step (a) ECC $i$ knows observations $o_i^{-1}$ and $\hat{o}_i$. Thus it can determine the set of appliances that become awake with a new task in the current time slot $k$. ECC $i$ can also determine the state of other operating appliances for an arbitrary feasible action $x_i(\hat{o}^{-1})$. Therefore, ECC $i$ can determine the state of its own household for an arbitrary feasible action $x_i(\hat{o}^{-1})$.

Step (b) The states of other households are fixed. Furthermore, ECC $i$ knows the approximate observation profile $\hat{o}^k$ for the chosen action $x_i^{-1}(\hat{o}^{-1})$. Using the result of Step (a), ECC $i$ can compute the average aggregate load demands for the feasible actions of all households for an arbitrary feasible action $x_i^{-1}(\hat{o}^{-1}) \in X_i(\hat{o}^{-1})$, and thus it can determine the approximate observation profile $\hat{o}^k(x_i(\hat{o}^{-1}))$ for all households for action $x_i(\hat{o}^{-1})$.

In addition to computing the approximate observation profile $\hat{o}^k(x_i(\hat{o}^{-1}))$, ECC $i$ needs to compute the cost $c_i(\hat{o}^{-1}, x_i^{-1}(\hat{o}^{-1}), x_{-i}^{-1}(\hat{o}^{-1}))$ for feasible action $x_i^{-1}(\hat{o}^{-1}) \in X_i(\hat{o}^{-1})$. ECC $i$ knows the payment to the utility company for the chosen action $x_i^{-1}(\hat{o}^{-1})$. Since the load demand of one household is much smaller than the aggregate load demand of all households, we can assume that the price value is unchanged when household $i$ unilaterally changes its load demand. Thus, ECC $i$ can estimate its payment for an arbitrary feasible action $x_i^{-1}(\hat{o}^{-1}) \in X_i(\hat{o}^{-1})$. ECC $i$ can also determine the discomfort cost for action $x_i^{-1}(\hat{o}^{-1}) \in X_i(\hat{o}^{-1})$. Therefore, it can compute the cost $c_i(\hat{o}^{-1}, x_i^{-1}(\hat{o}^{-1}), x_{-i}^{-1}(\hat{o}^{-1}))$ for an arbitrary feasible action $x_i^{-1}(\hat{o}^{-1})$. Finally, ECC $i$ is able to compute the approximate Bellman error in (43).
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